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Abstract:

The present deliverable D5.3 describes the finalcgire of the cognitive manager for resot
management, the mapping of its internal blocks itieg to topologies, and its interworking with t
cognitive manager for spectrum management. It alEsents tools for design and performg
evaluation for cognitive radio networks. Soluticios resource management in all the three 1
target scenarios of Q0SMOS (cellular extensiontderil, ad hoc network) are also included.
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Executive Summary

This deliverable reports on the cognitive managerrésource management, on tools for design and
performance evaluation for cognitive radio netwof&@&RNs), and on resource management solutions
for CRNs in all the three main target scenarioQoSMOS.

The development of the cognitive manager for resmunanagement (CM-RM) was tracked with
D5.1, including its first and basic concepts, aiith\w5.2, where it was further detailed. In thegmet
deliverable D5.3, the final state of developmenprissented. The mapping of CM-RM internal block
according to the different topologies, thus intéragwith the work done in WP2, is also coveredeTh
adaptation layer (AL) is another key functional didan the QoSMOS system allowing managed
communication of remote entities and its validatisith performance and complexity analysis is
included in this report.

Key aspects affecting protocol design and assegsaneralso presented. The details of the physical
layer developed under WP4 are here abstracted adellmd with low-complexity. The applicability
of two existing relevant MAC protocols to pecultas of CRN is analysed here. The effects of
various malicious users on resource allocation ggecthe effects of mobility on spectrum sensing,
and of imperfect sensing on the quality of sergi@eS) of both incumbent and opportunistic users are
also discussed. The concept of mobility in CRNsudes spectrum mobility and optimal strategies for
QoS provision under spectrum mobility are also gné=d in this report.

Solutions for resource management in the three taaget scenarios of QoSMOS include a cognitive
access control applicable to the cellular extensionTV whitespace, described and analysed
discussing simulation results for various QoS rostrnder different system configurations. For the
femtocell scenario a downlink power control aldumit is presented and analysed. For the third
scenario regarding a mobile cognitive ad hoc séenafgorithms for operating channel cognitive
selection and acquisition are presented and theortppstic user performance as well as the
incumbent protection are analysed by simulatiordeudifferent system configurations.

Finally, this report provides an overview of aletlctivities relevant to QoS and mobility support
produced in the project, including the results enésd here as well as those previously reported.
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Abbreviations
2-D

2G

3G
3GPP
4G

AC
ACC
ACK

AL

ARP
AWGN
BE
BLER
BPSK
BRAN
BS
CAC
CAF
CAN
CBR
CDR
CH

CM
COORD
CORBA
CR
CRN

two-dimensional

second generation

third generation

3rd Generation Partnership Project
fourth generation

access control, access categories
adjacent cluster combining
acknowledgement
adaptation layer

allocation and retention priority
additive white Gaussian noise
best effort

block error rate

binary phase-shift keying
broadband radio access network
base station, beacon slot
cognitive access control

channel access function

cognitive ad hoc network
connection blocking rate
connection dropping rate

cluster head
cognitive manager

coordination

common object request broker architecture
cognitive radio

cognitive radio network
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DAS

DB

DL

DoS

DPC

DS

DSL
E-UTRAN

ECMA

EESM
eNB
EPC
EPS
ErtErt
ETSI
FAP
FBMC
FCC
FGW
FIFO
FTP
FUE

channel selection algorithm
channel selection and acquisition protocol
continuous-time Markov chain
clear to send

contention window

demand adaptation
distributed antenna system
database

downlink

denial of service

distributed power control
data slot

digital subscriber line

evolved universal terrestrial radio accestvork

European association for standardizing informa#iod communication
systems (originally, European Computer Manufactufessociation)

exponential effective SINR mapping

e node B

evolved packet core

evolved packet system

extended real-time

European Telecommunications Standards Institut
femtocell access point

filter bank multicarrier modulation
Federal Communications Commission
femtocell gateway

firstin, first out

file transfer protocol

femtocell user equipment
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HTTP
HTTPS
ICI

IDL
IEEE
IOP
IOP

ISI
ISO

LAD
LAN
LTE
Lx
M2M
MAC
MBR
MBS
Mcast
MCS
MMIB

general IOP

GNU linear programming kit

Gnu's not UNIX

general packet radio service

global positioning system

handover

hypertext transfer protocol

HTTP secure

inter-carrier interference

identification
interface definition language

Institute of Electrical and Electronics Enging
Internet IOP

inter-ORB protocol

Internet protocol

inter-symbol interference

International Organization for Standardization
incumbent user
localisation algorithm based on double-thresii
local area network

long term evolution
x-th protocol layer of the ISO-OSI reference rabd
machine-to-machine

medium access control

maximum bit rate

macrocell base station

multicast

modulation and coding scheme

mean mutual information per bit
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mn minutes
MSC message sequence chart
MSDU MAC service data unit
MSG message
MU malicious user
MUE macro user equipment
NACK negative ACK
NBS Nash bargaining solution
NC networking domain cognition
NET network
oC operating channel
OFDM orthogonal frequency division multiplexing
OFDMA orthogonal frequency division multiple access
OMG object management group
ORB object request broker
(O] open systems interconnection
ou opportunistic user
P2P point-to-point
PC power control, personal computer
PCA power control algorithm
PCRF policy and charging rules function
PDN packet data network
PDU protocol data unit
P-GW PDN gateway
PHY physical layer
PRB physical resource block
PU public
QAM gquadrature amplitude modulation
QCI QoS class identifier
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QoS
QPSK
RA
RAA
RAS
RB
RBIR
RC
RE

RECM>2mn

REQ
RLC
RM
RNC
RPC
RS
RSS
RT
RU
RTS
RX, RX
SD
SGSN
SINR
SLA
SM
SMDP

quality of experience

quality of service

guadrature phase-shift keying
resource allocation

resource allocation algorithm
random-access slot

resource block

received bit mutual information
resource control

restricted

rate of successfully established communicationraaihtained during at

least 2 minutes

request

radio link control

resource management

radio network controller
remote procedure call
resource control support
received signal strength
real-time

resource use

request to send

receiver

spectrum databases

serving GPRS support node
signal to interference-plus-noise ratio
service level agreement
spectrum management

semi Markov decision process
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SSDF
SSR
TCP
TDD
TDMA
TV
TVWS
Tx, TX
TXOP
UDP
UE
WiFi
WiIMAX
WLAN
WP
WSLA
WSPRT

XML

signal to noise ratio

spectrum sensing

sensing data falsification attack
systematic sum rate

transmission control protocol
time-division duplexing
time-division multiple access

television

TV whitespace

transmitter

transmit opportunity

user datagram protocol

user equipment

wireless fidelity
Worldwide Interoperability for Microwave Acces
wireless LAN

work-package

weighted sum link approach

weighted sequential probability ratio test
worldwide web

extensive markup language
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1 Introduction

The present deliverable D5.3 is the final reporbubthe activities carried out in WP5 and is
composed of three parts.

The first part, chapter 2, gives an overview ofrdlevant QoSMOS goals (section 2.1). Together with
the outline of the QoSMOS functional architectugparted in section 2.2, this chapter provides the
requirements and constraints put for the desigh@tognitive manager relevant in this work-package
and of the solutions for resource management. Thegeirements and constraints determine the
functional architecture of the cognitive managerrésource management (CM-RM). Its development
was already tracked by [D5.1], which included itstfand basic concepts, whereas [D5.2] provided
more details on its functionalities. The final staf the development of the CM-RM is presented in
section 2.3 together with the mapping of its inérfunctional blocks according to the various

supported topologies.

The second part of the deliverable, chapter3, dsesikey aspects affecting protocol design and tool
for performance assessment of cognitive radio systépart from the interface between the CM-RM
and the CM-SM, all QoSMOS interfaces exploit theviees of its adaptation layer. Such a crucial
functional block is analysed in section 3.1 abtsiperformance and complexity. The peculiarities of
the physical layer developed under WP4 are absttantsection 3.2 making possible the design of its
upper layers. Section 3.3 presents the analysgeletted existing medium access control protocols
discussing their applicability to a cognitive radietwork. As seen in section 2.1, robustness to the
attack of malicious users is a requirement ancetferts of them on resource allocation are disaisse
in section 3.5. The effects of mobility on spectrsemsing, whereas the impact of imperfect spectrum
sensing on the quality of service (QoS) of bothumbent and opportunistic users is presented in
section 3.4. The concept of mobility in QoSMOS luads spectrum mobility and optimal strategies
for QoS provision under spectrum mobility are présd in section 3.6.

The third part of this report, chapter 4, preseesource management solutions enabling QoS support
for all the three main target scenarios of QoSM@&&inded in section 2.1. In particular, a cognitive
access control applicable to the cellular extensionTV whitespace is described and analysed
discussing simulation results for various QoS rostunder different system configurations in section
4.1. For the femtocell scenario, a downlink powentool algorithm is presented and analysed in
section 4.2. Finally, section 4.3 presents algorilior operating channel selection and acquisitican
mobile cognitive ad hoc scenario and analyses thwmsimulations under different system
configurations for both the opportunistic user parfance and the incumbent protection.

In the concluding chapter 5 an overview of the itequresented in this report is given together waith
summary of all the activities relevant to QoS arabitity support produced in the project.
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2 Cognitive manager for quality of service and mobilly support

This chapter describes the final functional architee of the cognitive manager for resource
management. This fundamental block of the QoSMOSesy interworks with another important
block, the cognitive manager for spectrum managénddso, the interaction between the two is
discussed here. The role of those blocks withinaberall QSMOS system architecture, outlined in
the following, is also explained. At the roots dietdesign of the QoSMOS architecture and its
functional blocks are the requirements and conggdmposed by the nature of the system and the
relevant regulations, as well as by those setrgetmby the project itself. The QoS classes agiplec

in this context derived from the analysis of thgseconditions are also discussed here. The
aforementioned requirements and constraints asepted first, and then the functional architectsire
described.

2.1 Constraints for cognitive manager and resource margement design

The design of the QoSMOS system and of its funetidsiocks depends on the requirements and
constraints set by both the applicable regulatems the exploitability conditions. One side of thos
requirements comes from the flexibility imposedtbg project on its system architecture, which must
be able to cope with the target scenarios idedtifighin the project and should also be able toecov
the possible needs. Another set of constraints sdinmen the system requirements that have been
identified. Those two aspects are discussed ifoll@ving sections 2.1.1 and 2.1.2.

2.1.1 The QoSMOS target scenarios

The QoSMOS project identified, after a rational@atprocess, six scenarios [D1.2] [MacEtal2011].
These scenarios have undergone an additional aalypotential business cases [LehEtal2012] and
resulted in the three key target scenarios sumathisFigure2-1.
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Figure 2-1: The final QSMOS scenarios.

While fuller details are available from the aboeéerences, the scenarios are briefly outlined & th
following.
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2.1.1.1 Cellular extension in the whitespace

The cellular extension in whitespace scenario alowbile telecommunication operators to improve
coverage and/or capacity of their networks by usifgtespace spectrum in addition to their own
licensed spectrum. This scenario allows improving buality and offering more flexible services,

and therefore not only covers LTE-like businesgsabut also rural broadband access.

2.1.1.2 Cognitive femtocells

The cognitive femtocell scenario makes use of sraaltess points, for example to distribute
broadband access in the home or its neighbourhoods,provide internet access in public areas, e.g
by so-called hot-spots. This scenario covers eidaasof both concepts: femtocells in cellular
networks and WLAN-type deployments. Example deplegta include WLAN extension, indoor-to-

outdoor coverage extension and public hot-spots.

2.1.1.3 Cognitive ad hoc networks

In the cognitive ad hoc networks scenario, whitesfa used to connect terminals as the operation of
these networks is limited in both time and spaneorider to comply with regulatory requirements,
cognitive ad hoc networks are likely to require esscto relevant repositories, whether direct or
indirect, static or temporary... Without such amection the regulatory requirements may have to rel
on much stricter spectrum sensing capabilities. Thgnitive ad hoc network scenario covers
emergency operations, service during temporary tevand machine-to-machine communication
(M2M).

2.1.2 The QoSMOS system requirements

Requirements on a system level are detailed in4PD&hereas those specific to WP5 are indicated in
[D5.2] [ManEtal2011]. Those relevant to the contenthis deliverable are reminded in the following
part of this section (and are highlighted withigdbnt).section

First, the QoSMOS system shall be capable of atapta order to comply with regulations. To be
able to do that, the QoSMOS system shall be abbeltectenvironmental informatiodepending on
the QoS requirements and shall enable access ttatieg information and policies. In particular, it
shall allow collecting information from geolocation databaseccording to the requirements and
shall allow updating it as required. In additiohshould supporspectrum sensinfpr incumbent
detection. Anyway, when (spectrum sensing is needbd system shall be capable of scheduling
quiet periods for spectrum sensing purpose withQ@S degradations for the opportunistic
system(incumbent user?) below acceptable levels.

Then, the QoSMOS system shall be ableetact to the changeis the environment. In particular, it
shall avoid interference to incumbent communicaidrhis may implywacatingthe operating channel
upon appearance of an incumbent user; alternativehen this is authorised by regulations and
policies, the system shall define a limitation be transmit powerlin order to avoid interfering with
simultaneous incumbent transmissions. In additibralso shall coexist with other opportunistic
systems. Moreover, it shall be able to detaitacks of malicious userand be robust to those
misbehaviours.

As an implication to its design, the QoSMOS systdrall beflexible enough to comprise different
architectures which can support a variety of digarse cases. In particular, it shall support mieltip
radio access technologies and be able to selectnths appropriate. Moreover, it shall support
different frequency bands for opportunistic use.

The performance of the QoSMOS system should be goodgh to meedxpectations of the users
about the delivered service, even in presence mti@ns in the available spectrum resources. As a
consequence, the system should maintain the atgeeldof QoS and should be able to re-establish a
disrupted service within an agreed time. This ieplihat an appropriate humberre$erve channels
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shall be maintained based on the QoS needs. Ircasw, it shall provide data rates and latencies
needed to satisfy QoS needs of the supported seriricorder to provide quality of experience (QoE)
comparable to the one offered by other access téutjies.

The QoSMOS system also shall support mobile uskraever, the level omobility varies among the
target scenarios. The coverage increase and tiff@ading cases for the cellular extension posses
high levels of mobility, together with the cogniivad hoc network, whereas the rural broadband
access case has virtually no mobility at all. Thebitity for the femtocell cases somehow fall in the
middle.

2.2 Overall functional architecture

In order to respond to the requirements and cdnsdrautlined in sections 2.1.2 and 2.1.1 and
references therein, the QoSMOS system archite¢kigrire2-2), as documented and specified in
[D1.2] [D2.1] [D2.2] [D2.3] and also presented i€dlEtal2011] [MacEtal2011] [LevEtal2012],
defines a two-fold cognitive manager at its cotee tognitive manager for resource management
(CM-RM), developed in WP5 and presented in seclid) and the cognitive manager for spectrum
management (CM-SM), developed in WP6. In additiontitose, a spectrum sensing (SS) block
developed in WP3, a flexible transceiver (TRX) deped in WP4, and an adaptation layer (AL),

developed as a cross-WP activity.
NET
CM-SM J LCM-RM

=
-

Figure 2-2: The QoSMOS reference model.

The spectrum resources are opportunistically ugetthd TRX and exploited for serving the needs of
the upper layers (ULYR), with the SS providing adiontext information. The AL facilitates
communication among all the remote entities, bi# itot involved in the interaction between the CM-
RM and the CM-SM. Before that, these two blocks laiefly presented. More details are available
from the aforementioned references, but sectionsad&dicated to the CM-RM.

Related to the activities of CM-RM and CM-SM is #adernal block providing network coordination
(NET COORD). This block is optional and for the exde case of the cellular scenario, it is part of
the core network (CN).

At the user equipment, or in case of missing ca®vark at any network device, the ULYR is for
example the application, whereas in case of preseha core network, the ULYR is at the transport
layer. The split of SS functionalities depends o $pectrum sensing topologies [D3.4] and is out of
scope here. The split of CM-RM functionalities ékleessed later in section 2.3.2.

The CM-SM is responsible for the management offtaguency spectrum allocated to the QoSMOS
entities for dedicated use. To this end, the CM-fast acquires the relevant context information,
including environment information obtained from sfpem sensing results provided by the spectrum
sensing block and performance reports of curreattspm usage provided by the CM-RM, which
may include filtered status information such asrage supported load levels or average interference
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levels experienced in the system. Based on thisrnmdtion and on external constraints such as
regulatory policies, operator policies and oper#&tequency planning, the CM-SM then builds up the
spectrum portfolio containing spectrum usage infdiom and spectrum usage policies and putting
constraints on the decisions that can be takerth®r entities of the QoSMOS system. To this enel, th

CM-SM accesses the regulatory repository (RP), Wwivicludes constraints and requirements about
the spectrum use, and the common portfolio repgsi(BF)used to store and exchange context
information.

The CM-RM is the main user of the spectrum por®igenerated by the CM-SM and allocates radio
resources from the assigned spectrum portfolichéo énd-users in order to provide service to the
application layer according to an agreed level @SQThe CM-RM is also responsible for the
management of the user mobility as well as the@mgintation of functionalities needed to protect the
incumbent users, relying in a close cooperatioh wie CM-SM, which in turn implements incumbent
protection on a spectrum management level.

In brief, the CM-RM provides the CM-SM with updatedtwork status information and spectrum
usage reports, and this information is exploitedt®y CM-SM in order to decide which parts of the
spectrum can be used by the QoSMOS entities anerwadich conditions/constraints, based on the
information collected from the CM-RM and other QoSBI entities. The CM-SM thus relies upon
context information provided by the CM-RM and resg® to requests of the CM-RM to adjust
portfolio allocations in accordance with the cutrextio resource management needs.

Section 2.3 presents the functional architecturéhefCM-RM. While the interface involved in the
tight interworking between the CM-RM and the CM-381direct, as it is clear from Figuge2,
almost all the other interactions happen through ddaptation layer. The validation of the AL is
presented in section 3.1.

Both cognitive managers are decision-making estifie charge of handling spectral and radio
resources in an efficient manner in order to mbetusers’ QoS needs and mobility profiles and, as
such, there is a tight and close interworking betwthem. There are however relevant differences
between the CM-RM and the CM-SM in terms of funesi@nd responsibilities as well as time-scales
and frequency granularities, which determine thg iwavhich both elements interact with each other.

2.3 CM-RM functional architecture

The functionalities required by the CM-RM [LevEtal2] are divided among the CM-RM-internal
functional blocks, see Figu&3, described in the section 2.3.1 below and gedugs explained in the
following section 2.3.2.

2.3.1 Functional blocks

The QoS maintenance and mobility management fumstiof the CM-RM are assigned to the
admission control (AC) and mobility control (MC)dcks. The resource allocation (RA) block is in
charge of the allocation of the resources, whighthen made available to the resource exploitation
(RE) block that offers the communication serviaethe upper layers, optimising the use of the lower
layers. In this, for topological reasons explairstmrtly below, the resource control support (RS)
block acts as an intermediate blécimilarly, gathering of cognitive information tee used for
system reconfiguration is split between two blodke networking domain cognition (NC) and the
terminating domain cognition (TC) blocks, which raga performance measurements, sensing results
and inputs from repositories.

1 The RS controls the transceiver configuration llgcéo the terminating domain, implementing resaurc
management actions performed at networking donidie. topological domains [CelEtal2011] are explaiired
section 2.3.2.
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Figure 2-3: The functional architecture of the CM-RM.

2.3.2 Topology mapping

The CM-RM is designed to be applicable to a ranfgdiverse scenarios, such as those outlined in
section 2.1 and potentially even beyond those. Vidr@us architectural options corresponding to
spectrum sensing and resource control topologiegligcussed in [D2.2] [D2.3]. In particular, from
the resource control perspective, a QoSMOS systaththerefore the CM-RM, supports a centralised
or a distributed resource control and may expluit &id of a core network or not. To this end, the
functional blocks of the CM-RM are further group@édfirst grouping of the functions into a resource
controP (RC) and a resource use (RU) group was introdumedD5.1] making use of the four
topological domains introduced by [CelEtal2011Faplained below.

Theterminating domairpertains to the wireless border of the systens thaluding those parts of the
UEs as well as of the network nodes they are athtdy for example a base station, an access @oint
any other central controller. Theetworking domaircovers the functions related to the control of
interconnected network devices, and hence inclusieda central controller as the above or
alternatively in all nodes of a network with dibtited control. Theoordination domains dedicated
to the coordination with neighbouring and relatetworks, while thecoexistence domaiooncerns
larger-scale coexistence, therefore including épmsitories mentioned in section 2.3.1 above.

The resource control group includes the functioe®iying to the networking domain. The RC is
therefore present in a base station, an accest poia cluster head in the case of centralisedures
control, while it is found in any peer node of awark with distributed resource control. The ressur
use is by its nature always found in any QoSMO%Mas node. Both RC and RU groups are shown
in Figure2-3.

2 In [D5.1] it was called resource allocation, b thaming was adjusted when the internals of the RBM
were further developed.
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3 Tools for design and performance evaluation

System design and its performance assessmentirayitable tools. A set of such tools covering the
protocol modelling, design, analysis and evaluaisqoresented in this chapter.

3.1 Adaptation layer validation

The adaptation layer (AL) has a remarkable roltnenQoSMOS architecture; its functionalities allow
enhancing overall system performance as it is roani the status of each entity connected to its th
triggering the needed alarms in case of misbehawbany piece of the system. The analysis of the
performance of the AL and of its complexity is peted in this section.

3.1.1 Introduction

The AL comprises a set of components responsibiecdorying out the different functions of the
entity. [D2.3] has already presented the differ@etivities carried out by the AL and also a dethile
description of all its components. Figure 3-1 depithe internal AL architecture. Next, a brief
description of them is presented (see also se8tib8 and figures therein):

- AL_CORE: it is the module in charge of performirge tmost critical activities in the AL. It
also has a database, called contactable entitiesvb8re all the information about registered
QoSMOS entities is stored.

- AL_END: the interfaces between the AL_CORE and@@SMOS entity they are connected

to.
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Figure 3-1: Internal AL architecture

The present deliverable focuses on the impactabfidiing the AL in the architecture. The AL not only
brings improvements to the system but potentishydehre also introduced and should be accurately
defined. The following subsections present the Itesobtained in different tests for validating
functionalities and characterise the AL.

3.1.2 Considered technologies

The AL presents an architecture which allows maiiffernt communication paradigms and
technologies. Considering the interactions witheothlocks in the QoSMOS system, two of these
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technologies have been chosen due to the factthegt are the most widely used. The following
subsections present the key aspects of them both.

3.1.2.1 XML-RPC

XML-RPC is a remote procedure call that uses HT$ftha transport protocol and XML to encode its
calls. It allows transmitting, processing and retog complex data structures, but it has been dedig

to be as simple as possible. XML-RPC owns a spetifin [XML99] and a set of implementations
that enable software to run in different operatsiygtems and environments to make procedure calls
over the Internet (Figurg-2).

Data Serialize XML HTTP/HTTPS XML Deserialize

XML-RPC

Figure 3-2: Client’s request example.

To establish a communication through XML-RPC protdbe client, which uses a software wanting
to call a method of a remote system, sends a XMC-R&ll. Then, XML-RPC sends an HTTP request
to a server implementing this protocol, too. Theeee method can accept multiple input parameters
and return only one value. However, it can transjaoger structures, since the parameter typesvallo
nesting parameters into maps and lists. Therefoman transport structures or objects both astinpu
and as output parameters.

XML-RPC also implements client’s identification fauthorisation purposes. It can be realised using
HTTP/HTTPS security methods.

3.1.2.2 CORBA

The Object Management Group (OMG) has developethiadard called common object request
broker architecture (CORBA) [COR11] in order to yidke interoperability among distributed objects.
CORBA is a middleware solution that enables théharge of information, independent of hardware
platforms, programming languages and operatingesyst

The object request broker ORB is the essential enn CORBA. It provides the mechanism
required to achieve that a client programme camgstyservices from a server programme without
having to understand where the server is in aibiged network or what the interface to the server
programme looks like. So as to make requests arrreeplies between the ORBs, programmes use
the general inter-ORB protocol (GIOP) and, in theecof the Internet, the Internet inter-ORB protoco
(IIOP), whose work is mapping GIOP requests andiggpo the Internet’'s transmission control
protocol layer in each computer.

CORBA applications are composed of objects, indigldunits of running software which combine
functionality and data. For each object type, darface in OMG interface definition language (IDL)
is defined. This IDL allows the development of laage and location-independent interfaces to
distributed objects. The interface is the syntast phthe contract that the server object offershi®
clients that invoke it. That is, if a client wantsinvoke an operation on the object, it must usg t
IDL interface to specify what operation it wantspgrform and to marshal the arguments that it sends
Then, when the invocation reaches the target glffeetaforementioned interface definition is used t
unmarshal the arguments and the object can petfogmequested operation with them. After this, the
results are marshalled for their way back and ey unmarshalling again when they get at their
destination.
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Figure 3-3: Client’s request example.

Figure3-3 shows an example of a client request. Firstagt to compile the IDL into client stubs and
object skeletons and write an object and a clienttf Stubs and skeletons serve as proxies fentdi
and servers, respectively. Then, because the IEihetethe interfaces so strictly, the stub on tient
side has no problem meshing perfectly with the etkel on the server side, although the two are
compiled into different programming languages aming on different ORBs from different vendors.

3.1.3 AL functionalities validation and characterisation

The validation of the different functionalities laded in the AL is done following two approaches.
On the one hand, there are some initial procedilrass must be validated in order to assess AL
capabilities as presented in previous documentd) as [D2.3] [D5.1] [D5.2]. This has been done
based on basic functional tests where the aim usishecking that the information flow is exchanged
as it is supposed to be, and the entities aretal#aploit that information in a short period ahg.
The second part focuses on providing specific Bguor the impact of the AL on the system. Several
test scenarios have been deployed stressing tremdlmeasuring the performance of some of the AL
key functionalities. Furthermore, in some casés dlifficult to evaluate some features by stressing
system, so a theoretical approach has been peddongovide figures for the AL performance.

3.1.3.1 Entity registration/deregistration

Two of the basic functionalities of the AL are themistration and deregistration of the QoSMOS
blocks into the adaptation layer.

Before QOSMOS entities are able to take advantddgkeoAL capabilities it is necessary to register
them to the AL. This action should be taken in otderequest/provide information, not only datat bu
also context, through the AL.

The process starts when a QoSMOS entity triggeegjiatration request. This request is formulated as
a specific packet sent to the AL_END. There thekpais detected and forwarded to the AL_CORE,
and once there, the information contained in tig@est packet is extracted and the contactableemntit
database is updated.

The validation of the functionality is done by a$sg the insertion of the data associated to thigyen
in the database and the correct reception of theaadedgement sent by the AL to the source of the
request.
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Figure 3-4: Validation of registration functionality flow.

QoSMO entity
ready for
interacting

The procedure used to validate this functionaktyétailed in Figur8-4. All intermediate steps have

been confirmed before assuring the whole functipnalhe validation process comprises not only the
reception of data packets but also confirming thatcontent is properly processed and inserteldan t
contactable entities database. Finally, the creatibthe response and the reception by the source

QoSMOS entity is also checked in order to validhte whole information flow of the functionality.

This procedure also includes the insertion of ertbiat are translated into wrong updates and no
confirmation of registration in the AL.

In order to carry out the characterisation of thisoperation, some key points have been selected fo
evaluating the impact of the different actions dém@ugh the whole execution of the functionality,

the validation flow helps identifying the most arél points in the system.
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Figure 3-5: Entity registration.

As presented in Figur8-5, the first test point is set at the time theS@I®S entity starts the
registration. Then, when the request arrives afMlheanother mark is established thus identifyihg t
amount of time needed to reach the AL_END, thaetisnconsidered as transmission time. The next is
situated when the packet arrives at AL_CORE. THviang one is located after the AL_CORE
database is properly updated. Finally, it is mamgetto monitor the time when the confirmation from
the AL is received by the source QoSMOS entity.

Complementary to the registration procedure thera deregistration one. This method involves the
removal of the entity’s data from the contactaligties DB in the AL_CORE in order to unsubscribe
that specific entity from the AL services.

In this process, a QoSMOS entity asks for deregjistnt sending a deregistration packet to the
appropriate AL_END, which dispatches it to the AIORE. At that time, the AL_CORE deletes the
entity’s data from the contactable entities DB aetransmits an acknowledgement to the entity
through the aforementioned AL_END.

To validate this functionality, it is necessaryetasure the erasure of the corresponding data fnem t
database and the right reception of the confirmatielivered by the AL to the entity which has sent
the request. The flow followed in the processiisilgir to the registration procedure.
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Figure 3-6: Deregistration flow.

The flow of the deregistration process can be seeifrigure 3-6. The approach of validating
functionality is the same as the one done withréggstration feature to confirm the correct reaapti
of the messages and their process, and also r@sgsaigainst errors.

Considering that the action will be completed wities entity gets the AL__CORE acknowledgment,
five key points, represented in Figud€, were settled to characterise the AL’s behaviou

Contactable

QoSMOS Entity Entities DB

AL_CORE

T1

Deregistration Request

T2

]
Dereg:stration Request

Toeres

o

ACK Deregistration <

T5 ACK_Deregistration

Figure 3-7: Entity deregistration.
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The first of them consists in setting when the tgnitants to deregister and deliver a deregistration
packet to the AL. The moment the message reackeALthEND is considered as the next test point
and the following mark is located when the reqaestes at the AL_CORE. After deleting data from
the database another test point is set. Lastlyintant the confirmation sent by the AL reaches th
QOoSMOS entity should be checked.

3.1.3.2 Information update

In order to keep entities updated about differamnés happening in the system, the AL will send
messages to the different entities registeredsirddtabase informing about specific issues that the
previously marked as interesting for them. Thusrewegistered block can interact with updated
information of the environment it is working in.

The validation of this functionality has been ddéolowing the flow depicted in Figura-8.

- —
. . . Search entities
Listed event in Identifies event X . Get those
the system e [t adig entities
Y tvp ALCORE DB '
& J

Preconditions ( \

Sends Report to
them

~ @

No response
expected

QoSMOS entity
ACK the
reception

Figure 3-8: Information update flow.

Regardless if the final message is sent in a nagdtipacket or by the creation of multiple unictss,
procedure is the same. The first key part is not @lathe process although it is the trigger, whigh

the detection of an event. Once the event is ifledfithe AL must search in the contactable ermtitie
DB which are the entities that are interested is $hecific event and send all of them, either ioadit

or unicast a packet informing about it. In the casenicast message is sent, the destination QoSMOS
entity must send back a confirmation of the receptf the packet. This is not the case for multicas
where the system trusts that all entities haveiveddghe message.

In order to characterise this procedure, the metlogy followed is based on the entry of a new gntit
in the system as trigger. The AL_CORE will sendbinfation update message to the corresponding
AL_ENDs when the contactable entities DB is updafdter that, AL_ENDs deliver this message to
their corresponding block that should reply with @pdate ACK packet. Then, the confirmation
message will arrive at the AL_CORE through said BND and the information update process can
be considered finished.
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Figure 3-9: Information update.

To characterise this AL’s functionality, Figuse9 shows the nine checkpoints that are proposed.
Starting the registration is the initial point. Tinext one is the moment when the request reactibes at
AL_END, followed by the time when the packet arsvat the AL_CORE. The instants when said
AL_CORE sends information update messages aredketest points. After these ones, when the
update come to the entities, one checkpoint ideseih each case and the latter two points are the
times when acknowledgments of the different blaakése at the AL_CORE.

On the other hand, there is the possibility of sspdhe information update messages using IP
multicast. In this process, the functionality wikk considered valid when the multicast packet wets
the interested entities and the AL _CORE receives abknowledgement from the block has just
registered, as seen in Figid 0. Confirmation from the other entities is nepected due to multicast
transmissions are based on UDP transport prottioshs decided to use this protocol to improve the
performance of the adaptation layer and to minirtheenumber of sent packets.
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Figure 3-10: Information update using IP multicast.

For the multicast case it is not needed to incladienestamp for the ACK message of updated entity
as multicast is based on UDP messages and noroaiifin is required.

In the case of the XML-RPC protocol, the informatigpdate functionality will be considered valid
when the AL_CORE receives the acknowledgement fadmQoSMOS entities with common
information registered in the database. When nmadtiecnessages are used, the AL_CORE does not
expect the confirmation.

3.1.3.3 Information message

As mentioned in D2.3, the AL also provides the pmbty of sharing information among QoSMOS
blocks by using the capabilities it provides. Insticase, the AL will assure all security aspects
regarding communication, integrity and reliability.

In order to use the AL to send a message, a QoSMak will deliver a dispatch to its AL_END.
This AL_END sends it to the AL_CORE, which remile tmessage to the corresponding destination
AL_END. Finally, this last AL_END will forward théenformation to the QoSMOS destination entity,
which replies with a confirmation through AL to Qd8S source block.

This functionality is validated by ensuring theiaal of the information message at the destination
entity and checking the right reception of the askiedgement at the source entity following the flow
presented in Figurg-11.
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Figure 3-11: Data message sent through the AL.

The most important points to check in this funcdility are to keep the information through the

adaptation layer and the correct dispatch of thesamge at its destination, as well as receiving the
confirmation at the source entity. All this is nssary to assure a correct operation and, as
demonstrated in tests, that the AL is capable ddimggit without mistakes.
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Figure 3-12: Information message test points.
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To characterise this, it is considered that a senéiformation process begins when the QoSMOS
source block delivers the message and concludes thgeconfirmation from the destination entity
arrives at the source entity.

Taking this into account, it was decided to chosigetest points, as shown in Fig8el2. The test
points has been set in order to identify the maisical activities, that are not only those invalygi
regular AL_CORE activities, but also the translatfeature presented in the AL_END in order to
adapt a message to the destination. Consideringttie sending procedure can be seen as a store and
forward procedure where some basic activities rhastlone in each step, with translation or seeking
for the next hop in the communication path.

3.1.3.4 Keep-alive

As it has been stated in the definition of the &alégn layer in previous documents, up-to-date
information is a must in its management. The ALutionaintain the contactable entities DB updated
in order to ensure that the QoSMOS entities arermméd about all changes that occur in the system.
To achieve this, the AL will send to the registeldacks in its database a keep-alive message based
on a regular basis at certain intervals of timesfkealive period), waiting for response from QoSMOS
entities letting the system know about their a\miitty.

Entities
registeredin
the AL

AL sends Keep
Alive Message

< _ :
Preconditions
Update DB

Start
Deregistration

Figure 3-13: Keep-alive flow.

As presented in Figurg-13, the system allows two fails from an entityeathat second failed try, the
“hard” deregistration procedure is started. In tase, as the QoSMOS entity is no longer available,
the deregistration procedure is initiated by the, Akmoving the entry from the database and
informing all entities sharing activities with ibaut the disappearance. The process is presented in
simplified way in the message sequence chart (M&€igure3-14.
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Figure 3-14: Keep-alive behaviour.
3.1.4 AL performance evaluation

In order to properly evaluate the AL features, ardlagh theoretical analysis has been carried out,
paying special attention to the overhead causétslpresence in the architecture.

Impact of AL in the system overhead

The role and impact of the AL has been also andlyisem a theoretical point of view. The
improvements brought by the AL in the system angeeislly remarkable in the discovery of the
entities process.

The registration between entities can be done tiredthout the interaction of any intermediate
element that centralises information and deliveiigs ian efficient manner. A proceeding like this is
presented in Figurg-15.

Figure 3-15: Registration between entities without AL.
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The amount of messages that are needed for intraglacew entity into the system are dependant of
the already present ones. Evaluating the genesalfoa then-th entity:

e one message to each of thé requesting information
e one message from timel responding the request
#MSG, = 2(n-1)

Based on the previous equation, it is possibleatoutate the total amount of messages created in a
system withM entities as:

M-1

#MSG:iZX(i -1)=2x(M -1)+1)x

i=1
#MSG=M x(M -1)=M?-M
So, the order of magnitude of the messages excHangkis case iQ(M 2).

Taking the previous analysis as a starting pohd,following Figure3-16 represents one of the two
possibilities for operating with the AL. Here thase is presented when the AL sends unicast
messages to the entities that possible interabttivé new entity registered in the AL.

)

N

Figure 3-16: Registration with AL unicast messages.

v

Following the same approach to the one used icdke of no AL included in the system, the amount
of messages needed for making all entities awaothef's is calculated as follows.

For then-th entity:
¢ 1 message to the AL
* 1 message to all the elements in the system tha¢simformation with the new one.
This can be formulated as:
#MSG, =1+n
In a system witlM entities connected the maximum amount of messages

#MSG:ii +1=((m +1)+1)><('V'+_21)‘1

i=1
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2
#MSG=(M +2)><M:M—+M
)

In this second case the benefits of the AL arerlgladsible due to the amount of messages is rediuce
M 2 )
to the order 010( A :

The third case considers that the AL sends a nasltimessage to the group of devices that is sharing
the same interests with the recently registere& ntdthis last scenario the amount of messagds sen
are quite easy to calculate.

Q

/
/
/
/
v
NN
\
X
ESN w

—

Figure 3-17: Registration with multicast AL feature.

In Figure3-17, the red dotted lines represent one multicestsage received by all entities sharing the
same interests within the network. Considering, tiis total amount of messages can be calculated as

#MSG=3M
So the order of magnitude in this last cas@(M )

This theoretical approach will be confirmed in tikalisation of the different tests done and presknt
in the following sections.

Detection time and overhead based on keep-alive activities

Keep-alive messages are intended to track thesstditall entities connected to the AL. Depending on
the periodicity of the messages, the signallingloead within the system could vary a lot. Depending
on the value of the period between two conseclteap-alive messages, the system will tend to be
more reactive or proactive, being signalling ovearhligher in the second case.

The theoretical analysis of the impact of the mgssauld be seen as follows.
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Figure 3-18: Time evolution of detection of a dropped ertly.

As seen in Figur8-18, everyT, one keep-alive message is sent to each entitgf ghem will ACK

this message in order to be updated as “alivehénAL. Since the removal of an entity from the AL
has a remarkable impact on the overall systemastieen defined a procedure based on the missed
acknowledgement reception after two consecutivesag=s. This representation can be seen in the
figure producing a deregistration, initiated by fie and the correspondent Info Update message sent
to all entities sharing some kind of informatiortiwihe one that has disappeared.

=2T+P,,,

detection drop

t
The dropping of an entity is a discrete event withmemory, so the drop probability ) can be

represented as a constant for the whole time peoodprised between two consecutive keep alive
messages (Figui@19).

P(drop) T

1

t t2 t

Figure 3-19: Drop probability of an entity between two cosecutive keep-alive messages.

t =2T+P

detection drop

t :2T+ﬂ
2

detection
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T
tdetection =2T +E = %T

The mean detection time has a linear response.hByway, the amount of messages needed for
tracking the status of the entities in the systesnexponential as presented in Fig&f0.. It is
displayed the number of messages that are insertedthe network due to the improvement of
detection time.
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Figure 3-20: Signalling overhead in the system.

As it is shown, the more accurate the detectighashigher the number of messages introduced in the
network will be. This represents a trade-off betwéesad in the network and reaction time versus
entities dropping.

3.1.5 Test scenarios
Scenario definition

The AL provides the rest of QoSMOS entities thencleato know up-to-date information of other
blocks or to send messages without having to cottiamn directly. To check how the AL affects the
performance of the QoSMOS system and to charaetétiscapabilities, a set of tests has been set up.

These tests are based on the functionalities ahdatian presented in section 3.1.3 and they are
running in the scenarios which are presented béldvigure3-21 and in Figur8-22.
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Figure 3-21: Single network test scenario.

In this scenario, the AL_CORE and the contactahtéies database are in a personal computer (PC)
while the QoSMOS entities and their correspondinng BNDs are situated in a laptop in the same
sub-network. The two computers communicate thrauglred LAN.
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In the case of the different sub-network scendhie,PC and the laptop communicate with each other
through a wireless LAN. As seen in Figid2, the AL_CORE and the AL_ENDs are centralised o
the personal computer while the QoSMOS entitieoarthe laptop.

AL_CORE

Contactable
Entities DB

Figure 3-22: Multi-network test scenario.

The aim of these tests is to analyse the impattteoAAL within the QoSMOS system. To achieve this,
it was decided to measure the delay that couldtreduced by the adaptation layer and the network
load caused by sending messages from the AL.

Results obtained

In order to get and understand the real performahtiee adaptation layer, the results obtainedén t
different tests are presented in this section. ds wlecided to measure the delay in the message
dispatch in registration, deregistration, informaatupdate and information message. Besides, it will
be tested how the number of registered entitiethéndatabase can affect to the information update
process.

The outcomes for the first test in the same sulvoidt scenario are shown in Figu3e23. It presents
the results for various processes of the AL. Aslmasgeen, the time employed to perform these action
by the AL is less than the time used by the entikgept for the information update cases. It istdue
the fact that the AL must wait until it receive® tiicknowledgment packets from the entities.

For performing an information update using the XMBC protocol, the AL will receive
confirmations from the new entity and from the stgied entity, whereas for carrying out an
information update using IP multicast it only haskpect the XML-RPC acknowledgement from the
new entity. For this reason, information updatehwiR multicast option is faster than the one which
only uses XML-RPC.
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Figure 3-23: Delay introduced by AL the system.

The delay derived from the registration of a newtgrin the system is tightly related to the existi
ones already connected. In order to evaluate thst mfficient solution, three different methods
already presented in the theoretical analysis bae& implemented.

The information update process can be carried lwdugh the dispatch of a message for each
registered entity in the database. That is, ifdremeN registered entities and a new entity enters the
system, Rl information update packets will be sent from thie, Al to the new entity andll to the
registered blocks. The following process is alsecexed on the XML-RPC protocol, but this time the
AL will dispatch N+1 messages, one to the new entity with all comiméormation andN to the
others.

It is worth noting that in the case of using IP timalst, only two messages will be sent, one XML-
RPC packet to the new entity and a multicast mestathe rest.
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Figure 3-24: Comparison between update strategies.

As shown in Figur&-24, the IP multicast method introduces alargeraw@ment in terms of time
delay when the contactable entities database hag reaords. This is due to the fact that, not hgvin
to dispatch confirmations, the network load is édexsably reduced.

Regarding the keep alive process, it has been fthaidhe duration of send a message and recesve th
confirmation is always in the order of fifteen ns#éconds. The time it takes the AL to realise that
entity is gone is around two timds In terms of network load, this process introdugsmessages
everyT seconds, wherd is the number of entities registered in the databa

3.2 Physical layer abstraction for fast system-level péormance prediction

The main purpose of physical layer abstraction as predict the link performance of the
communication system based on a small number ofsumeable metrics. It can be applied for
simplified system performance evaluation and atsalf/namic adaption of the parameters in order to
match the predefined performance limits. In thiyywafast system level evaluation can be performed
without the need for exhaustive search or detagattemely time consuming link-level simulations
within the system-level simulator.

3.2.1 Overview

For an additive white Gaussian noise (AWGN) charthel signal to noise ratio (SNR) clearly
determines the error rate (bit, block, frame orkeacerror rate). In the case considered here, the
system level performance will be investigated basethe block error rate (BLER).

During a communication, in order to adapt the lpgtformance, there are numerous parameters that
can be adjusted, such as modulation type, coditeganad packet size. There are other parameters
which cannot be altered but which have a stronigiénice on the performance, such as the channel
profile.

The task of the PHY layer abstraction within theteyn-level simulation is to compose a simple
technique, which can compress a large set of paessend predict the final BLER of the

communication link. One possible way of performithg steps of the abstraction can be seen in
Figure3-25. It consists of three major blocks stronglypel®dent on the physical layer parameters.
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First, quality measurements for all of the physreslources are gathered (average SNR valueshe.g. t
per-subcarrier SNRs in the case of multicarrier ohaiibn; antenna configuration; additional
transmitter and receiver (Tx/Rx) processing; chamfermation; etc.) and the signal to interference
plus-noise ratio (SINR) values for each sub-chaanelcalculated. Then, in a second part, a suitable
compression of the multiple SINR values to one Isirgffective quantity SINReff is performed for
further processing. Finally, this single value igpped to BLER measures to predict the instantaneous
block error probability.

Average SNR SINR,

\

Antenna config.,
Tx/Rx Pgocessing Post detection | SIN,
SINR

. SNR .. Mapping to BLER
Compression > BLER

Channel igpformation SINR,,

A

Modulation type, Coding type, Coding rate,
Number of subchannels

Y

Figure 3-25: Link layer abstraction procedure.

The following steps need to be performed in ordeadply the abstraction technique:
» define/acquire a set of communication scenariorpatars (channel, modulation, coding);
» perform link-level simulations to get the abstrastparameter table;
e use an abstraction method to determine systemrpaafece (BLER);
« validate the abstraction through test data set difthrent channel realisations.

For all effective SNR mapping techniques, the anboi obtain a function for which all independent
SNR values can be mapped to one single effectivie @Nlue which yields to an accurate estimate of
the BLER value over the AWGN channel:

N
SINR_, :%Z‘D(S'NRJ (3-1)

n=1

There exist well-known and powerful abstractionhtéques for orthogonal frequency-division
multiplexing (OFDM)-based mobile communication gyss. In the following section some of these
techniques for the mapping procedure are briefljiesged and their applicability to filter bank
multicarrier modulation (FBMC) based systems wél discussed. In the last section the most suitable
one based on hard decision will be evaluated.

3.2.2 PHY abstraction techniques

The following abstraction methods described in Btdil2009] for OFDM based systems, are here
investigated:

» exponential effective SINR mapping (EESM);

» mutual information based effective SINR mappingeeived bit mutual information (RBIR);
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* mutual information based effective SINR mapping -eam mutual information per bit
(MMIB).

The EESM technique is the simplest one as it cadyires the knowledge of a per-subcarrier SNR for
performance prediction. On the other hand, the R&i& MMIB techniques require soft information
which makes the computation and algorithm compjexigher.

Recent results of WP4 show [DatEtal2011] that isecaf FBMC the inter-symbol interference (I1SI)
and inter-carrier interference (ICl) caused by theltipath channel can strongly degrade the
performance of the system and soft decision caioma of the received bits can be rather
complicated. As a result the simplest techniqudchvis suitable for FBMC, the EESM was selected
for further investigations. In the case of the EE®Igl per-subcarrier SNR values are mapped using an
exponential function and a weighting constgnas:

[ sma]

_ 13 B
SINR, =-£In NZe (3-2)

The goal is to determine the optinfa| which is a non-linear curve-fitting problem.

3.2.3 Parameter estimation tool and conclusions

The basic steps of the parameter calculation atithization can be seen in Figu3e26 below. First,
based on the channel profile, a random channebkagiain is generated. Subsequently, Monte Carlo
simulations are performed for the given set of nhaison/coding parameters in order to determine the
BLER versus SNR values. Then, based on the SNRacd subcarrier and the simulated BLER
curves, a curve fitting is performed in order todfithe optimal3 parameter to fit the curves to the

AWGN curves.

Random generated

instantaneous . .
Monte Carlo simulation

time-frequency selective H_ :
channel with frequency - to obtalntBIBER oflthe
domain channel gains: current channe
H
n
SNRWBLER
AWGN curves with BLER B

SNR, BLER|Curve fitting to determine
mapping parameter 3

versus SNR for a given
scenario

Figure 3-26: Parameter optimisation for PHY abstraction.
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Figure 3-27: Validation of the abstraction parameter[3.

For demonstration of the abstraction technique, ghemmeters presented in TaBlé have been
chosen.

Table 3-1: Simulation parameters.

block size 5 symbols = 1205 bytes
modulation 16-QAM

number of subcarriers 1024

number of used subcarriers 482

coding convolutional codeR = ¥2
channel IEEE 802.22 channel profile B

After performing Monte Carlo simulations, a value4o5 for 3 was achieved. The parameter was
then validated for 10 channel realisations. Thiiltecan be seen in FiguBe27. The mapped SNR
curves with red stars fit well to the AWGN curveepented in blue.

A Matlab programme was developed for parameternogdtion. The input parameters of the
programme are defined in collaboration with WP4.

As a final result, a table is to be built with 48l values for all possible channel profiles and

transmission parameters. Based on this table amysan instantaneously adapt the transmission to
match the desired BLER based on the measured StbRybcarrier. This table can also be used for
simplified system-level simulations at a higherdieto predict system performance.
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3.3 MAC performance evaluation

A comparison of contention-based MAC layers for WMitespace systems was described in [D5.2].
The two protocols compared were those specifigtiénEEE 802.11 and ECMA-392 standards. One
of the reasons for this comparison was to demawesthe difference in the behaviour of two similar
methods of channel access which can provide sagmifiy different performance from one another in
terms of throughput and also the ability to coewigh other systems effectively. A QoSMOS system
can use this knowledge in a number of ways, agithesktin [D5.2]. A system could use its knowledge
of how other systems access the channel to negdtatsharing. A QoSMOS system may actually
access a shared channel using one of these camdiatsed methods if contention-based methods are
used among systems sharing the same channel. A Q8S#§stem can further improve channel
utilization and effective coexistence by issuingapaeter set updates to systems using the same
channel.

The work in [D5.2] focused on the behaviour of satted systems and highlighted the key differences
in the IEEE 802.11 and ECMA-392 behaviours. Thiskawas been further investigated by QoSMOS
in [MacEtal12] where simple mechanisms for parametgimisation of these saturated systems are
shown. This section summarises the key findingsnfthis previous work and extends on it by
providing further results on the optimization oftsated systems and then also non-saturated systems

The key difference between the contention-baseareiaaccess mechanisms of IEEE 802.11 and
ECMA-392 is how their backoff procedures resetrtiieimum contention window (CWmi#) In the
description of the backoff procedure of ECMA-392rth is a general rule which matches the
behaviour of IEEE 802.11 that a contention wind@W) is reset to CWmin following a successful
frame transmission. This rule applies to each chkhaacess function (CAF). Each CAF at a station
will only deal with traffic from one access categoBeveral rules are also applied in ECMA-392
which, when in conflict with the general rule, ax@hered to instead. Two of these rules apply to a
CAF when a successful transmission has taken pldgeh is the final transmission in a transmit
opportunity (TXOP). One rule, which applies whea @AF has no further packets in its buffer, states
that a new backoff is selected with CW reset to GVihis is in agreement with the general rule.
The other rule applies when the CAF still has pecke its buffer and states that a new backoff is
selected but CW is not reset and remains at it®ouwalue. This conflicts with the general ruléist
ability to change behaviour based on buffer stetuwssimple and effective way to reduce congestion
on the wireless channel when a system becomesihé&zaded.

For all results shown in this section the MAC seewdlata unit (MSDU) packet size is 1500 bytes and
the physical layer rate is 31.65 Mbit/s. Note thath ECMA and IEEE802.11 are contention-based
MAC protocols and the performance improvement ilvE2ds due to the optimising of the contention
window by varying CW values based on buffer stalie comparison between contention-based and
reservation-based (scheduled) MAC are not patisfstudy. One example of reservation-based MAC
is HIPERLAN/2. Also, whitespace radio based on WiKlAechnology uses TDD/TDMA-based
scheduled MAC protocol, whereas IEEE802.11-basemjuitb whitespace radio uses a contention
MAC protocol.

3 The rules for invoking the backoff procedure f@MNFA-392 are defined in section 7.5.1.7 of the stadd The
authors found a little ambiguity in understandihgge rules. The description provided here was coefl with
discussions with the ECMA-392 editor.
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Figure 3-28: IEEE 802.11 (basic=red, rts=green) anBCMA 392 (basic=blue, rts=magenta)
system performance.

Figure 3-28 shows that saturated IEEE 802.11 andA&B92 systems behave differently, even using
the same parameter values. In short, the IEEE 802/4tem is more aggressive. This means that it
can gain high throughput when a network is smait,vishen the system is larger the high probability
of collisions causes the throughput to fall. ECM®23on the other hand is more conservative. This
means that it does not utilize the channel vergatiifely when the network is small, but as the exyst
increases in size its utilization increases. This anakes ECMA-392 a better protocol for sharing a
channel with another system.

The use of the RTS/CTS (request to send, cleagrtd)amechanism is also shown (marked as “rts” in
the figure). For the IEEE 802.11 system, wheregaiitant proportion of time can be wasted on
collisions, RTS/CTS can improve the system perforeea The RTS/CTS mechanism applied to
ECMA-392, however, simply increases overheads andoesn’t offer the same benefits as IEEE
802.11 seés

It has been found that a simple and effective wagptimise an IEEE 802.11 system is to fix CWmax
and tune CWmin based on the system load. Thisawsin Figure 3-29a. For ECMA-392 it has been
found that a simple and effective way to optimised fix CWmin and tune CWmax based on the
system load as shown in Figure 3-29b. These resht® that the optimised system throughput for
both systems can stay approximately constant (i betwork settingss 21Mbit/s). What is
impressive with these results is that only one matar is being tuned at a time. By allowing the
parameter to be tuned over 5 or 6 values a neastatnsystem capacity can be achieved for a
network size of up to 50 stations. There is evendgtope to reduce the number of values used for
optimising the system further while allowing thest®m capacity to still remain relatively constant.
For example, if the IEEE 802.11 system in Figur29a- used only three values for CWmin (15, 63
and 255) the system throughput would only vary f2fhto 21Mbit/s up to a network size of 50.

4 In [MacEtal12] it is explained that, by understarglthe backoff rules of ECMA-392, there are sevesys to
make an ECMA-392 device behave more like an IEER.BD device. One suggestion includes the use of
RTS/CTS in which case the backoff behavior is e as 802.11. In this work we only consider ECMXR-3
performance when its backoff behavior differs friskEE 802.11, as explained above (i.e. followingiecessful
transmission CW is only reset to CWmin if the buiieempty). The ECMA-392 results with RTS/CTS, who
above, show how the curve for basic access woudt ib the same backoff rules were applied when the
RTS/CTS feature was used.
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Figure 3-29: Parameter optimisation. (a) IEEE 802.1 with CWmax is fixed at 1023 while

CWmin varies: CWmin=15 (red), 31 (green), 63 (blug)127 (magenta), 255 (cyan) and 511

(dotted) and (b) ECMA with CWmin fixed at 7 while CWmax varies: CWmax=31 (red), 63
(green), 127 (blue), 255 (magenta), 511 (cyan).

The optimisation results can be better understgokbdiking at collision behaviour of these systems.
The results shown so far are based on Bianchi'setfod IEEE 802.11 [BianchiO4]. The analysis in
this model uses to represent the probability of a station tran8ngtin a particular timeslot for a
system that has stations. This analysis can be extended to cakeHENTX=x] which represents the
probability that when a transmission does occurXiio transmit), there arestations that start their
transmissions at the same time. For values>02 a collision will occur. Pr[NTXx] can be calculated

as
IIJ J ¥ ol
( I) I_.l |1 - -I..I—....
Fll[_\'u'r 11_1': = .i'" = 3

| I-'i _.I_:I.re

A QoSMOS system, or any other opportunistic sydtesth may use contention-based channel access,
has another reason to minimise the probabilityadfistons on the channel. As well as reducing the
collision probability to maintain a high systemligtion, the collision behaviour can also pose a
problem with aggregate interference. The maximwandmit power of opportunistic systems is likely
to be restricted so that the total interference the area of an incumbent user is kept below t@icer
threshold. If the probability of collisions is higihen the transmit power of any individual transiua

will be reduced in order to make sure the aggregéeference stays below the interference threshol

Figure 3-30 shows the collision behaviour for tB&E 802.11 system in Figure 3-29a (CWmin=15
and 63). The basic trend for describing any of éhgarameter settings is that when the network is
small, so is the probability of collision. As thetwork size increases so does the probability of a
collision. Also, as the probability of a collisioncreases, the average number of transmissions
involved in a collision increases. The first setrefults, for CWmin=15, are the most aggressive
802.11 parameter settings used for the optimisaimwn in Figure 3-29a. These are only used for an
optimised system when the network size is 3 or. [Ees networks of this size, where this parameter
setting is optimal, the probability of a collisievith just 2 stations (NTX=2) is quite low, whilegh
probability of NTX>2 is almost negligible. As seenFigure 3-30a, when Pr[NTX=2] starts to rise
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above 10% and Pr[NTX>2] becomes noticeable, thetengs are no longer considered as optimal.
For the second set of 802.11 parameter settingsrshere, for CWmin=63, these settings are optimal
for a network size from 6 up to 11. The collisiomlpabilities rise slower than for the CWmin=15
results confirming that these settings are lessesggre. When the network size is less than 6 these
parameter settings are not aggressive enough, nteamat the channel utilisation would be low.
When the network size reaches 6, the PrINTX=2]rlsa to around 5% in Figure 3-30b. At this point
the parameter settings are aggressive enough tergréhe channel from being unused while the
collision probabilities are still low enough for stdransmissions of most stations to be successful.

probability
probability

0 10 20 30 40 50 0 10 20 30 40 50

number of stations

number of stations
(@) (b)

Figure 3-30: Collision behaviour for IEEE 802.11 (aCWmin=15 (b) CWmin=63. NTX= 2
packets (red), 3 (green), 4 (blue) and 5 (magenta)

Figure 3-31 shows the collision behaviour for tHeMA-392 system in Figure 3-29b (CWmax=31
and 127). Very similar trends are seen as witt80&11 collision behaviour results.

These optimisation results also show that whensgeryis optimised collisions should not occur too
often, but when they do occur it is likely to onigyvolve two transmissions. This shows that
optimising these networks is also beneficial fonimising the effects of aggregate interference tvhic
would otherwise cause the transmit powers of oppstic systems to be reduced further.

It is found in this work that different parametestisigs are used to optimize these two different
protocols. However, the optimised performance es¢htwo systems is effectively the same. So, in a
system which optimises its parameters in the fashist described, the choice of protocol has little

effect on the throughput performance of the system.
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Figure 3-31 Collision behaviour for ECMA (a) CWmax=31 (b) CWmax=127. NTX= 2 packets
(red), 3 (green), 4 (blue) and 5 (magenta)

The final set of results, shown in Figure 3-32 kikoat the optimisation of a network with statiohatt
are not saturated. The results are for an IEEE1802ystem using the Duffy model [DufEtal05]. The
five subfigures are for a network of 2, 5, 10, 2@ &0 stations respectively. The results showttieat
optimisation of the parameter settings is also rection of the system offered load, not just the
network size. At the highest offered load in thgssphs (i.e. as the system approaches saturation) y
will see that the performance shows a good matti the saturated results in Figure 3-29a.
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Figure 3-32: Parameter optimisation for IEEE 802.1%or non-saturated stations. Number of
stations =2 (a), 5 (b), 10 (c), 20 (d) and 50 (Wmin=15 (red), 31 (green), 63 (blue), 127
(magenta), 255 (cyan) and 511 (dotted)

For a network of size 2 we see that the only patamalue needed is CWmin=15, which is the most
aggressive set of parameters tested for IEEE 80%4fd. The reason this setting is always optimal fo
such a small network is that there are very fewicsta that can transmit at any one time, so large
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contention windows, which are used for collisiomig@nce, are not necessary and a small contention
window is better. For a network size of 5, the C\Wnii5 setting is still optimal while the system load
is low. As the offered load in the network risdse ICWmin=31 setting takes over as the optimal
parameter value. If we look at the results forldrge networks (20 or 50) we see that the aggressiv
parameters might not be needed at all. A settinth a8 CWmin=63 can give close to optimal
performance even when the offered load is very I&w.the load increases the optimized system
requires further increases in CWmin.

In summary, this section has demonstrated the ¢agbdhaviour of opportunistic systems that use
contention-based channel access. It is shown ptahising a single parameter over a small parameter
set can offer very high channel utilization ovesraall set of parameter choices. The optimisation of
the system also limits the likelihood of multipl&tsoons transmitting at the same time. This reduces
the aggregate interference that these systems caukk to neighbouring systems.

The optimised results in this work tend to offesyatem capacity (MAC layer throughput) of around

21Mbit/s with a 31.65Mbits/s physical layer. Thssa utilization of around 65%. With the same MAC

and PHY header overheads a perfect scheduler vibmultble to achieve a utilization of around 77%
(as may be easily checked by a simple ration oédlot durations). This shows that the potential to
use contention-based access in opportunistic sgstam still achieve high performance in terms of
channel utilization. This may be a particularly ferable way to share a channel with other users,
especially if they are already using contentionellaaccess.

3.4 Impact of sensing accuracy on QoS

The effects of sensing accuracy on the qualityeofise of both incumbent and opportunistic usees ar
presented in this section.

3.4.1 Introduction

One of the common problems associated with oppstiarradio access based on spectrum sensing is
the spectrum sensing accuracy. Collision will oafwmn existing opportunistic user could not detect
the arrival of an incumbent user or a newly argvapportunistic user could not detect the presefice
the incumbent user on a channel. Different typespettrum sensing mechanisms have been proposed
for detecting the presence and absence of incumisems. The most widely used sensing mechanism
is the energy detector [Urk1967].

In energy detection [Leh2005], the detector measthie energy of the received signal during some
time period and in some frequency channel. Sermsigitnods have been discussed in WP3 deliverable
D3.3. In energy detection, the measured value efgsnis compared with a threshold. If the threshold
is exceeded, the detector decides that a signabreaent. The probability of correctly detecting th
signal is called the probability of detectiét. If just noise or other interfering signals caule
threshold to be exceeded, this is called a falagralFalse alarms are generated by internal receive
noise and/or external interference. The false ajawbability P-5 refers to the probability that a free
channel is classified as being occupied. If theghold is not exceeded when the incumbent user is
really present, this is called a missed deteckgn(i.e. the probability that an occupied channel is
classified as vacant). Another factor influencitg tperformance of cognitive radios is spectrum
handoff capability that enables opportunistic usene have to vacate their current channel duedo th
arrival of incumbent users in order to perform $pen handoff to other unoccupied channels.

3.4.2 Network model

This section presents an analytical model to aprahe performance of a cognitive radio network by
use of a continuous-time Markov chain (CTM@ddel. The model supports multi-channel multi-user
cognitive radio network with imperfect sensing. \dtmsider a cognitive radio network as illustrated
in Figure 3-33 withN number of channels. The network provides wirebes®ss over a geographical

area. These channels can be shared between incuaretropportunistic users in an opportunistic
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manner with incumbent users having priority ovepapunistic users. Opportunistic users are allowed
to access the channels that are not occupied mminent users. We assume that incumbent and
opportunistic users have distinct arrival rates X;) and distinct service rates;(ju,). The arrival and
service rates are modelled by a Poisson process.itdeimbent user call requests will be blocked if
all channels are occupied by incumbent users widley opportunistic user call requests will be
blocked if all channels are occupied by incumbem/ar opportunistic users. Figure 3-34 illustrates
the timing and channel occupancy diagram for a-thamnel network.

Incumbent user
Incumbent user -> call

@ Opportunistic user - — Opportucr!itlc user

Figure 3-33: Cognitive radio network.

'I(pac:snr\rgggito'“rllsers tcr)apr?:r:\tiusr;iisotri? users 11| Free channels
Channel 1
Channel 2
Channel 3
Channel 4
|| »Time

Figure 3-34: Timing and channel occupancy diagramni four-channel network.

A two-dimensional Markov chain is used to model tognitive radio network system. The system
states are given by two-tupldg)(wherei is number of channels used for incumbent usels aad]
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is number of channels used for opportunistic usealls. For example, state (1, 2) refers to statlh w
one channel for incumbent user and two channelegportunistic users. The total number of channel
occupied by incumbent and opportunistic users daaxaeed\. Therefore, the following restrictions
appear: 8i<N, 05j<N, i+j<N. LetQ;; denote the steady state probability that the syssein state
(i,j), which can be interpreted as the proportionroktihat the system spends in staje (

During the channel searching process, the oppatianiser searches for a free channel by randomly
selecting one channel to detect whether it is freaot using the specified false alarm and detactio
probabilities. If the selected channel is found&occupied by an incumbent user, the opportunistic
user performs detection on the remaining channdls nendom order until it finds a free channel or
all channels are determined to be busy. The tirtakés to find a free channel (i.e. channel actiorsi
time) is assumed to be negligible.

By using the Markov chain and state transitiongmfdas for different performance metrics are
derived. The following performance metrics are usecavaluate the performance of the cognitive
radio network.

Incumbent user termination probability - The term incumbent termination probability is uded
refer to the probability that an incumbent usel, egthich has not been blocked initially, is termntig

due to collisions with opportunistic users becanfsmisdetections. There are two cases in which the
incumbent user calls can be terminated. First, vareapportunistic user arrives at a channel occupie
by incumbent users and it could detect the presehttee incumbent user ending up colliding with the
incumbent user. The second case for collision isnadm incumbent user arrives at a channel occupied
by an opportunistic user, the opportunistic uses tmleave the channel and move to a new free
channel. In this case, the opportunistic user epdslliding with another incumbent user.

Opportunistic forced termination probability - The opportunistic forced termination probability is
the probability of dropping an active opportunisiger call due to the arrival of an incumbent tser
channel occupied by an opportunistic user. Wherewa imcumbent user call arrives at a channel
occupied by opportunistic user, the opportunisseruleaves that channel and starts the channel
searching process. If the opportunistic user caotdind a free channel, its call will be terminéte

Opportunistic successful probability - The opportunistic successful probability denotee th
probability that an opportunistic user call is nafipterminated (successful call completion).

Opportunistic blocking probability - The opportunistic blocking probability is the probeay that a
newly arrived opportunistic user call cannot beepted due to insufficient radio resources, coltisio
with an already existing incumbent user, and irighdf the opportunistic user to find free channels
Opportunistic user’s calls can be blocked for saivezasons depending on the state of the system:
when all channels are occupied by incumbent us&ate N,0), or due to miss detection (in such case
the incoming opportunistic user collides with anisérg incumbent user and the call will be
completely lost). In the case where all channeésaarcupied by opportunistic users, stat&)Oan
incoming opportunistic user will immediately be dh service since it knows about existence of
other opportunistic by the opportunistic user colfér/access point. An opportunistic user call can
also be blocked even though all channels are Btde (0,0), if the opportunistic user could not
classify any one of them as being free due to @icdP:x.

3.4.3 Results

Extensive simulations using an event-based appraadhPoisson arrival processes are performed to
validate the analytical model. Results from thelysis and from the simulation are compared and
they match very well validating the analysis. FeyuB-35 illustrates the degradation of the
opportunistic successful probability (i.e. the pabltity that an opportunistic call is started and
terminated normally) due to the increase in theuimoent arrival rat@;. This indicates that at high
incumbent arrival rate the channels are more oftecupied by incumbent users reducing
opportunities for opportunistic users to accesstitavork. It is clear that the opportunistic suctfels
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probability degrades quickly for small number ofiohels (e.gN=3). It can be seen that as expected
the success probability goes down wheimcreases.

Simulation with N=3 =

Prob. oppertunistic call is succesfull

(]
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Figure 3-35: Opportunistic successful probability formally terminated).

Figure 3-36 presents the opportunistic forced teatidn probability against the probability of
detection for different number of channels. As thumber of channels increases, the opportunistic
forced termination declines. This is because madiorresources are available to handle incumbent
calls. Hence the probability that new incumbentscassigned to channels occupied by opportunistic
users is reduced. On the other hand, those oppstrttunsers who force to handoff their call because
they detected arrived incumbent users will moreljikfiind new empty channels. However, as the
probability of detection increases, incoming oppoidtic detect the presence of incumbent users more
accurately, and withiPp=1 opportunistic users will never access the networthe first place and
therefore there would be no opportunistic usensdderminated calls.
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Figure 3-36: Opportunistic termination probability versus probability of detection.

3.5 Malicious users in resource allocation and effectsf mobility on sensing

As seen, the robustness to the attack of malicisess is among the desired features. The effects of
malicious users on resource allocation and thecesfief mobility on spectrum sensing are discussed i
the following.

3.5.1 Malicious users in resource allocation

A typical resource in cognitive radio (CR) netwoiksthe bandwidth, for which opportunistic users
(OU) are competing between each others. Resoumgsover time, frequency and space because of
channel variations, mobility of users or fluctuasoon wireless traffic. However, it is very imparta

to guarantee some expected performance level wsafls. In OU transmission, the goals to achieve
include high rate (depends on channel conditidong) power and secure communication. These goals
have different weights. For example, video appilicet need high rate, while in e-mail security is
more important. The entity of the damage causetthése attacks depends also on the application.

According to [MuwEtal09],how, when and which CR access to whitespace are key elements in
spectrum resource allocatiodow means that incumbent users (IU) should be ablietide on the
transmission ratéVhenimplies OU waiting time before going to a whitespaand exit time when
they have to leave the white spa@¢hich means that IUs should be able to accept/rejectaitcess
request. Access to spectrum resources is througbrtymistic or negotiation-based methods. The
main point is that harmful interference and catir®s are not allowed. Game theory can be used to
study user’s behaviours, as will be seen shortigvbe

Malicious users (MU) may cause serious harm touresoallocation. MUs’ attacks affect in different
ways of resource allocation depending on to whialt phe attacks are targeted to. In spectrum
mobility, MUs may fail the handoff process. If a Midetends to be an IU and forces an OU to change
its band, frequency resources are wasted. If MUsjale network, it may totally prevent the
transmission in the whole network.

In spectrum management, if MU continuously sentisefaensing information, this false information
comes part of historical information [WelEtalO8hus, historical information that is used in reseurc
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allocation becomes incorrect. If historical infotioa is used to help spectrum sensing, the proibabil
of finding free spectrum is decreased. It may hapipat its performance is not better than using
random selection or its performance may be eversavolinstead, more computation effort and
computation time are needed [WelEtalO8].

A learning engine does not require pre-programmalitips before starting to operate. Instead, it
observes the feedback in order to get the optiro@bra It uses both present information and past
statistics to predict the future and, thus, tocdedperations that are optimal. Because it useg-lerm
experiences, interfering signals caused by MUs caage also long-term influences. For example, if a
MU interferes every time when a faster modulat®mised, a learning engine learns that it has to use
lower modulation rates always, even though MU fietémg signals are not present. Time resources
are lost due to too low modulation rates and, telmy speed. In the learning phase, a CR observes
target radio statistics and tries several inputipeters in order to decide which inputs offer best
result. If an MU interferes with the channel, dedtes are not as high as being without a MUs attack
MUs can also affect to choose non-optimal wavefotmsdwidths, frequencies or higher transmitting
power than it is required, if online learning (oioptimisation of parameters) is used [Hull].

In denial of service (DoS) attacks, a MU sensessgieetrum and interferes with bands where there is
a lot of traffic, i.e., high signal energy, regast of whose signals (IU/OU) they are. The go#b is
maximise the damage when services are denied s thequency bands. In this kind of attack, many
OUs, and possible 1Us, are interfered and therefoteable to transmit. Interfered OUs have to go to
another band. The risk is that MU may follow whé&®¥s go and interfere also these bands. This
corresponds to the so called follow jamming in taily communications [Nic88]. This kind of attack
lowers communication efficiency and raises syncisation complexity because of the amount of
signalling increases due to requests, channel settip

In incumbent user emulation (IUE) attack, a MU nasiihe U, thus preventing other OUs to come to
the channel (denial of service). Usually, this @mel to get unfair benefit, i.e., to get the freacgpto
MUs own usage. Other OUs miss a possibility to eltae band, so this kind of attack causes wasting
frequencies that could have been used by other @Uke IUE attack is performed because of
malicious reasons, the goal is to prevent other @Usse the free space without using the free space
itself. In this case, frequency resources are ljotalasted, because no-one is using these free
frequencies. In both the cases, IUs are not imedfdnstead, the number of OUs that can use #& fr
channels is limited.

MUs may cause harm to spectrum sensing in seveagbwWMUs may tamper with, flash flood or
cheat. In tampering, MU may send false informationthe data collector thus leading to false
decision. MUs may also cheat and create wrong teestihis causes falsely knowledge about
environment and leads to ineffective channel atiooai.e., spectrum underutilisation when all free
space is not used or collisions when OUs go tomiecubands. [TanEtall2]

Selfish MUs compete unfairly for resources. Instefdccooperation, selfish MUs want to have as
much resources as they need regardless of thethagntause to other OUs. The benefit that they get
is that selfish MUs data rate ray may increase. ¢i@w because other OUs loose resources, the total
amount of users who get their minimum throughpdtoes due to selfish MUs. [NgoEtal11]

In non-cooperative situations, MUs may interferehwbther OUs communication preventing the
transmitter from learning the states of channetsaAonsequence, the interfered OU selects a dhanne
whose transmission quality is poor thus gettingarplata rate. Different non-cooperative games like
leader-follower game in the presence of MUs wemsimered in [TemEtal08]. Due to contradicting
requirements, resource management is typically ffestl@s a non-cooperative game between two
parts, the service provider who wants as much wseitsis possible and the end user who wants much
bandwidth [TemEtal08].].].
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MUs may also send signals that mimic IU signalsnger to mislead OUs to believe that there is an
IU (IUE attack). In this way, MU either uses thedrspace itself (selfish user), or its purpos®is t
block the band [WanEtal10].

Several OUs may request transmission slot at three ¢ane. To avoid conflicts and reduce sensing
time, available transmission times have to be faméd. In the case of multiple CR requests, it is

possible to give all the free bands to the first$0Rhat its transmission time is reduced (so ddifst

in, first out, FIFO, system), or to give all theng to the first CR while other OUs are queuing

(dynamic system), for example. MUs may use the bdmiger time than they are allowed. They may
even decline to leave the bands. MUs may transmiesspam which prevents other OUs and also 1Us
transmission. This leads to long queuing time teeoOUs and may cause interference to IlUs when
preventing their transmission. MUs may also interfeith IU or other OUs transmitting on the same

time even though they are not allowed to do that.

Resources are scheduled to OUs. One of the mais igannoccupied spectrum identification. MUs
may cause severe damage by causing erroneousficigin of spectrum. If unused spectrum is
erroneously classified to be used, resources atditothe case of MUSs) or resources are not last b
allocated unfair (in the case of selfish MU).

Video quality degradation by malicious users wassatered in [ParEtall12]. In 4G systems, MUs may
distort the resource allocation at QoS enforcenpemntts if misreporting the parameter values. This
leads to suboptimal resource allocation which mase go MUs excessive benefits. Enforcements
points include, for example, base stations andeegateways in WiMAX.

Application of game theory

Game theory is used as a help in the study of ffieete of malicious users. In overlay and underlay
spectrum usage, non-cooperative and congestion gaodels are suitable. These include, for
example, zero-sum/nonzero-sum, cooperative/noneratipe, congestion and potential games.
Usually, Nash equilibrium (balance) is used to meagame models behaviour and stability [Red11].

As cooperative users maximise common benefit, moalicusers cause as much damage as possible
and selfish users want to maximise their resoutoetheir own benefit. Nash bargaining solution
(NBS) is used to achieve optimality in cooperaseenarios. NBS divides the free spectrum to users
in a ratio that equals to the rate at which theoffayg transferrable after the users are assignadhmal
resources. Cooperative users’ group payoff-funciidvocates their common communication goal. As
the payoff-functions of selfish users’ illustrateeir self-interests, in the case of MUs the payoff-
functions describe their damages to dynamic speci@ocess networks. For ordinary cooperative
users, it defines their common communication ¢déttal07]

The performance of cooperative spectrum sensihigldy depending on the correctness of the local
sensing data. MUs may cause that OUs conceive géhgironment incorrectly. Because of erroneous
image of their surrounds, the decision-making psedeecomes distorted. Thus, the OUs’ adaptation
can be erroneous. False detection results repbstedalicious and selfish users (spectrum sensing
data falsification attack, SSDF) lead to inefficimpectrum usage. If occupied spectrum is falsely
classified as unoccupied, this causes collisionsvden IU and OU or between two OUs. If
unoccupied spectrum is falsely classified as o@mpfree space is lost. As the first one causes
interference, the last one cause inefficient spettusage which can lead to queuing and rush when
opportunity to use unused spectrum is lost. This lma avoided, for example, using AND, OR and
majority rules or more effective reputation-basezight methods like weighted sequential probability
ratio test (WSPRT) [WanEtall1].

3.5.2 Effects of mobility on sensing

In CR systems, mobility affects network characterds e.g., connectivity, capacity, routing and
coverage. It is commonly known that in cooperalystems where sensing diversity is used in space
domain, gains degrade when the shadow fading etimelamong cooperative OUs increases. Mobile
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OU may fix this problem. When a mobile OU movesplgce and makes measurements in different
places, it can be assumed that SNR varies betvegpldces. In some places, SNR may be large as in
some other places SNR may be small. Also, the hideleminal problem in which CR is invisible to
other CRs may occur in some places. However, bedhesmobile OU measures in different places, it
is expected that in some places SNR is betterithather ones. In that case, a bad location does no
have a high impact to results when there are afterplaces with larger SNRs included.

Mobile OUs have several properties that differ fretationary OUs and these have to be taken into
account. In mobile OUs, which can be assumed tdodtery-powered, energy-efficiency is an
important aspect. The larger the number of sentsimgs, the larger the energy consumption is. There
is also a detection delay which depends on how rtiames sensing is performed. The more sensing is
performed by each mobile OU, the larger the detayhen deciding if there is an 1U signal or not.
Also some reporting time is needed during which gbasing report is sent to the base station, and
during that reporting time data transmission isfintpted.

In cooperative sensing, one or more OUs can be lemoAccording to [MinEtal09], OUs mobility
increases spatio-temporal diversity in receivedsighal strength when sensing is scheduled several
times. This means that the sensing performancenpsoved. This improvement increases when the
speed of OU increases. In [MinEtal09], theoretieallysis as well as numerical results were
presented. It was noticed that even with one molkild, miss detection performance under
cooperative sensing converges to zero. This isusecthe mobile OU is able to fully exploit spatio-
temporal received signal strength (RSS) diversityemv moving all around the cell. The trade-off
between sensing scheduling and cooperative serssthgt the number of times to sense increases as
the number of required sensors decreases.

It is also possible that instead of cooperationmtiere are several OUs, there is only one, m@hie
that moves its place and makes decision based serising results at different places. In [ArsEihl1
theoretical analysis of energy detection basedimgre the viewpoint of mobility was presented.
There was one CR which moved and collected measumtsnmat which were used to decide the
presence of IU. It was concluded that mobility d® @& able to improve the sensing performance.
Therein, it was also noted that because of scatfesf 1Us signal, detection performance of CR is
better in urban environment when compared to deteéh suburban environment. In [ArsEtall0],
some errors that occur in [MinEtal09] were noted.

In [VarEtal12], the performance of energy detectiased localisation algorithm based on double-
thresholdin§ (LAD) methods in the presence of Doppler and npdtihs were considered. ETSI
BRAN/WLAN channel models B and C were studied. Eighit (EB) Propsim F8 radio channel
emulator was used for realistic channel modellifigere was Doppler corresponding 5 km/h device
speed, Rayleigh fading and 17 multipath componeftere was 3-8%/0-2% detection loss when
compared to AWGN channel, depending on which LAQthod (LAD ACC, 2-D LAD ACC) and
signal power (-60/-70 dBm) were used. Here, sigoalers were fixed, i.e, signal power was the same
regardless of the mobility of CR.

Also in mobile CR systems, there may be malicicerst In mobile systems, location of hodes varies,
S0 existing “user trust”-based solutions which ased to define which nodes reports can be taken int
account in cooperative sensing cannot be usedlanHtall2], detection of MUs for collaborative
sensing in mobile cognitive radio networks was istdd Paper [JanEtall2] proposed two new
parameters for trust, namely location reliabilitydamalicious intention. As the first one refledi®e t
channel’'s channels path loss characteristics,fi@m which cell the report is generated, the sdcon
one captures OUs true intention, i.e., which OUegated the report. The fusion centre evaluates each
cell’s trust iteratively using also past reports. decide which mobile OUs are malicious, Dempster-

5 The LAD method is a blind, iterative and low-compleutlier detection method that can be used in
narrowband signal detection applications like digooccupied/unoccupied channels [VarlOQ].

58 of 118



D5.3

Public

Shafer theory [JanEtall2] is used. Fusion centes s®ft-combining technique called equal gain
combining to decide if a report was generated byesb OU or malicious user. According to the

simulations carried in the aforementioned referehoth MU and IU detection rates were improved. It
was also noted that MUs mobility helps their detectThe question which arises was that can MUs
exploit mobility to their own advantage and, thaggid to be exposed.

FCC specifies two types of devices that are ablesw TV white spaces. ‘Mode I' devices use geo-
location spectrum databases and ‘Mode II' devices ndt have to use databases [FCO08]. In
[MinEtall1], fundamental challenges related to ‘Mdtd mobile OUs were considered. OUs mobility
was studied as for channel availability model, sgnsand access strategies. First, OUs mobility
affects to spectrum opportunity. In [MinEtalll],asstate continuous-time Markov chain was used to
model channel availability. Second, OUs mobilityusas challenges when protected IUs from
interference caused by OU. It means that, for exangensing has to perform more often but this
causes time overhead. Paper proposes guard didarsodve that problem. Third challenge is that
spectrum opportunities are heterogeneous when Q@&snabile. To solve that problem, optimal
distributed channel-access strategy was derivefiMinEtalll]. Therein, key factors are spectrum
sensing adaptation which is aware about OUs mypbilil spatial distributions as well as channel-
usage patterns, and spectrum sharing among OUMlinEtal11], channel is available for mobile OU
when U is in idle state, or when OU is locatedsale 1Us protection region.

In addition to one or several OUs, also IU may lmbite. When IU is mobile and OUs are stationary,
SNRs that OUs measure differs because distancalsndhannel conditions between IU and all OUs
differ. In [CacEtall1], the impact of IUs mobilitp sensing was studied. Two mathematical mobility
models, namely the random walk mobility model witiflection and random waypoint mobility
model, were considered. Both the U detection ciipaland mobility-enabled sensing capacities
were studied. The latter one describes what OUsatgd transmission capacity is when mobile 1U
exists. According to [CacEtalll], there are fivergmaeters that have influence to the detection
capability. These parameters are the size of n&tweagion, the mobility model of 1U, the protection
range of 1U, the spatial distribution of CR as wel how much IUs are using the same band. The
protection range means the range within OUs hawetect IUs. When considering mobile-enabled
sensing capacity, mobility of IlUs does increasesiesing capacity even significantly. However, the
network region size has to be larger than the tigmtion range.

3.6 Optimal decision-making framework for QoS provision under
spectrum mobility

The concept of mobility in QoSMQOS, as in cognitraglio networks for opportunistic spectrum use in
general, includes spectrum mobility. This sectioespnts optimal strategies for QoS provision under
these conditions.

From a user’s perspective, a blocking a new sessiancomplete termination of an ongoing session is
more annoying than compromising the quality of Eervo a certain extent but still initiating or
maintaining the session at an acceptable QoS léwepractice, various technologies have been
adopted to adaptively degrade and upgrade the @08 bf a session depending on the varying
resource availability. For example, layered encgdsthemes have been used for multimedia
applications [AVCO03]. Depending on the bandwidthaigability, different encoding schemes can be
adaptively used to keep the session continuitya lkeognitive radio network, bandwidth adaptation
mechanism could be especially useful. When few #ds present, more spectrum bands can be
allocated to the OUs to upgrade their QoS levelselVimore IUs appear, the OUs may degrade their
QoS levels by giving up some spectrum bands butsas is evicted as long as the minimum QoS
requirement can be satisfied. In this section, ptin@l decision-making framework for joint
admission control, eviction control and bandwidtlagtation in cognitive radio networks is proposed.
In particular, the problem is formulated as a sbtarkov decision process (SMDP) to derive the
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optimal decisions for each system state durinditme of the system. The objective is to maxienis
the long-term network revenue as a function ofghectrum utilisation, the OU blocking probability
and the bandwidth adaptation cost while keepingféheed dropping probability of the OUs upper-
bounded.

3.6.1 System model and decision-making framework

It is assumed that the licensed spectrum condisésincumbent frequency bands and the capacity (or
bandwidth) of each incumbent banddsThe total bandwidths d#l x C are shared by IUs and OUs.
The IUshave the priority over the OUs on the wliisn of the spectrum bands and the OUs must
vacate the bands when they are reclaimed by the AdslU will use one incumbent band for
transmission whereas a OU can use one of the bdtitsvamong By, By, . . . By} for transmission,
whereBnin = B1 < B, <. .. <Bk = Bmay based on the spectrum availability. Ideally, an @il prefer

to use the maximum bandwidth for transmission lier hest user’s quality of experience. However, if
this cannot be satisfied due to the lack of spettresource, the transmission can still continueg

as the minimum bandwidth requirement can be supg@olit is assumed that orthogonal frequency
division multiplexing (OFDM) technique is used fotJ transmission, and thus, when an incumbent
band is reclaimed by an IU, the OUs using any porof this band can be easily migrated to other
bands with idle bandwidths by remapping the OFDMcsuriers. Assuming that the IU and the OU
arrival processes follow a Poisson process witivarrate, andis, respectively. The service time of
an IU and an OU follows an exponential distributiwwith mean 14, and 14 respectively. These
assumptions have been widely used in the literatndeshown to achieve a good balance between the
real traffic characteristics and the mathematicadttibility.

The decision making framework is presented in F@#37. A state-action mapping table is pre-
calculated based on the following SMDP (semi Mar#tetision process) modelling and is stored in a
cognitive radio base station (CR-BS). When a speeifent occurs (e.g. an U arrival), the CR-BS
will look up the table with the current system stas the index and find the proper action from the
table. The actions may include admission contrahdovidth adaptation and eviction control. After the
selected action is implemented, the system stdtdevupdated based on the output of the action.

Operations: (B) CR-BS

Admission

control Table: Events:
Bandwidth System state Action IU arrival
adaptation Action sy a Look up table IU departure
Eviction _ S2 a2 _ OU arrival
control : : OU departure

Update system state

Figure 3-37: Decision-making framework.

3.6.2 Semi-Markov decision process formulation

The decision-making process for joint admissionti@dneviction control and bandwidth adaptation is
modelled as a SMDP. SMDPs are widely used to metmthastic control problems in dynamic
systems satisfying the Markov property. At a decigpoch in a dynamic system, the system is in one
of the states in a finite state space. An actionhigsen from a finite action space and moves the
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system to a new state. A corresponding reward/sostcurred due to the action taken. Markov
property means that the time until, the new stateaad the reward/cost incurred thereafter. The
reward/cost incurred until the next decision epdepends only on the current state and the action
taken. Given the assumptions above, the processdavad here possesses Markov property and can
be modelled as an SMDP.

3.6.2.1 System states

At any time instant, the state of the system isasgnted as = (m, n), wherem is the number of
active 1Us in the systenm = (ny, Ny, . . . ,nk), with n; (1 <i < K) denoting the number of OUs using
the bandwidtiB; for transmission. Given the total capacity constraf the spectrum, the state space
IS:

K
S={s:0<m<M, > n <(M-m)C} (3-3)
i=1

3.6.2.2 Actions

Similar to [Xia01],[],[Kim09] and [[Ros89], a dedts at a state is made before the occurrence of the
next event, i.e. the decision maker should predgettie actions for all the possible events at the n
decision epoch. At a decision epoch, one of tHevahg four events can occur: (1) an OU arrival; (2
an IU arrival; (3) an OU departure; (4) an U depee. Thus, an action at a decision epoch can be
denoted as:

a = (@4, 85 €, Baa, Pri, Dea, Bsa) (3-4)

whereas anda, stands for the admission control policy for thevait of a OU and a IU respectively
(admit & a,, a, = 1; reject as, a, = 0), e denotes the number of OUs to be evicted when an U
arrives, b, denotes the action of bandwidth allocation of nee&v OU and bandwidth reallocation of
the existing OUs when a OU arrivég, denotes the action of OU eviction and bandwidélloeation
when a IU arrivesbsg andb,q denote the action of bandwidth reallocation whe@l departs and
when a U departs respectively.

The actionas = 0 is possible for every state asd- O is the only possible action when all the spaut
bands have been occupied by the IUs. Thus, we have:

ag = {as €{0,1} : ag=0ifm =M} (3-5)

Since the IUs have the priority over the OUs faectpum access, the admission control policy for the
IUs is deterministic:

ap={ap=1lifm<=M —1, ap =0ifm = M} (3-6)

The action space @fis: © < [0-2:20 7],

The form ofbs, and its action space is defined as:
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—n-<biq 4 | £ : <4 LR,
St S LT, (3-7)

Z Byng - f)ia) < (M —m)C,
if 3j (1 < j < K,bl, < 0)thenb’, < 0forVi> j}

where bga(l <i < K) denotes the variation of the number of the OUsguthe bandwidtlB; when a

new OU arrives. The first constraint indicates ihan OU is admitted the total number of OUs ia th
system should be increased by 1. The second conggrees the range of the OU number variation.
The third one is the total system capacity constrém order to admit the new OU, some existing OUs
in the system may need to give up some spectruouress they are currently using. However, the
vacated spectrum should not be used by other OWpgoade their QoS level. And the bandwidth
allocated to the new OU should not exceed the battdwallocated to any existing OU. This
requirement is enforced by the last constraint.

Similarly, the form otbp, and its action space is defined as:

K
_ i B K- . g
bpa = {_”p(hpa‘bpa ..... Bpa) E by =€,
=1

< L(M_m — ngforl <i <K,
B; ) (3-8)

ZB ng -+ < (M -—m-—1C

lt 3‘] (1<;< Ix.b;a < 0) then bim < 0forVi > j}.

where bipa (1 <1 <£K) denotes the variation of the number of the OUsguthe bandwidtiB; when a

new IU arrives. The first constraint indicates ttia total number of the evicted OUs is equat.to
The rest constraints have the similar meaning ageab

The form ofb,q and its action space is defined as:

bud = {(b;)d. bgd ..... hgﬁ, Z b;d =,

; M — l
—q; < b;d < h( g:r J —mniforl <i¢ <K, (3-9)

K
Z sl < (M -—m+1)C,

i=1

if3j (1<j<K, b;,d > 0) then bby > 0 for Vi > j}.

where de (1<i <£K) denotes the variation of the number of the OUsguthe bandwidtiB; when an

IU departs. The first constraint indicates thatttital number of the OUs in the system is unchanged
The second and third constraints are similar toaheve. The last constraint limits that only the
spectrum released by the departed IU should blcastd among the OUs.
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The operation of bandwidth reallocation upon an&hdeparture event depends on the amount of the

spectrum released by the departed OU. Thuysis further defined absy = (by,,bZ,, . . ., b)),
where b';d (1 < k< K) denotes the bandwidth reallocation operation wléU using the bandwidth
B¢ departs. Letn', =(n',,, n',,, . .., N ) denote the new state of the number of OUs using
different bandwidths after a OU using the bandwigiffdeparts. We have’, =n -1 for i = k and

N’ = nfori+#k. Similar to the definition db,q4, the form ofb¥,and its action space is defined as:

sd — sd 7 Vsd 7 sd

K
by = [l by s eabigd ™y s D B =1,
=1

(M —m)C i _ i
T" — ”’i.k for 1 < S KL (3_10)

K
Z Bi(njy, + bi';) < (M —m)C,
i—=1

! i,k
—niE < by = |

if 35 (1< j < K,blF > 0) then b%% > 0 for Vi > j}.

It is worth noting that the actions above do nad& consider how to adapt the bandwidth for each
individual OU, thus leaving the flexibility to thalgorithm design. More fine-tuned bandwidth
allocation algorithms can be developed on top ef dbtions defined in this paper to achieve their
specific objectives. For instance, the throughpirness among OUs can be enforced by adopting an
algorithm to select which OU to upgrade or degiiggl®oS level in each round.

3.6.2.3 State transition probability

Let z(a) be the expected sojourn time in staighen actiora is chosen. The exponential distribution
of the inter-arrival and service time of the IUslaDUs yields:

K
(@) = (ashe + aphp + (O mi)ps + mpp) ™" (3-11)
=1

The probability that the system wills transit te gtates = (m',n") at the next decision epoch given
the current state of the systensis= (Im,n) is:

[ dedarula), # = it bes, ¥ — W,
(OU arrival)
apAp7s(a), m’' =n-+ bpa, m' =m+1,
(IU arrival)
pss(a) =< nrppsts(a), n’ =nj + bea, m’ = m,
(OU with By departure) (3-12)
mupts(a), n’ =n+ bgg, m' =m — 1,
(IU departure)
0 (otherwise)

3.6.2.4 Reward and cost

Different actions chosen in a state will resultifferent rewards and costs. On one hand, the ewar
earned by the network operator is generally progoat to the number of the admitted OUs and the
bandwidths allocated to them. On the other handdwalth adaptation operations require extra
signalling overhead for service level and radioeasclevel negotiation, incurring the non-trivial
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operational cost. Whereas the detailed definitibthe cost function depends on the specific network
environment, one general intuition is that the absiuld be proportional to the number of bandwidth
adaptation operations. Le{a) andcy{a) denote the earned reward and the incurred cdibttioe next
decision epoch given acti@nis taken at statg respectivelyry(a) is defined as:

e
a) = Z Brngts(a) + vasAs7s(a) (3-13)

where the first term models the reward generateth fthe spectrum utilisation over time and the
second term models a one-time reward earned bytt@ana new OU with an arrival probability
As{a). y is a weight factorcy(a) is given as:

cs(a) = ¢y Ng(a) (3-14)

where ¢, denotes the cost of one bandwidth adaptation tperandNga) denotes the expected
number of bandwidth adaptation operations wheraetis taken in stats, given by:

Ng(a) = agAs7s(a ZI

+ apAp7s(a) Zf(b;a > 0)b
K

3 ,;k,fe.g(aazf i > 0)0g)

k=

+ mppTs(a) Z I(bhg > 0)bhg

(3-15)

wherel(-) is an indicatorl(-) = 1, if condition in (-) is satisfied(:) = 0, otherwise). Note that the cost
of the eviction operations are not considered Here will be considered as a constraint in the
optimisation framework in the following section.

3.6.3 Optimal strategy for QoS provision

To find the optimal action for each possible sysstate to maximise the long-term network revenue
as a function of the reward and cost while keepliregforced dropping probability of the OUs upper-
bounded, we formulate a linear programming algorifRos89]:
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Maximize revenue:
> ) (rs(a) — cs(@)) zs,as
sES ac ~A(s)
Subject to:
Z Z Ts{a)':s‘a =
seES acA(s)
(3-16)

Z = _Z Z]’ss a)sq\ 'S

acA(s’) scSacA(s

Z Z eapApTs(a)zs a

sES acA(s)

e PBmde Z BTl )2

SES acA

where variablezs, > 0 can be explained as the long run fraction ofdéeision epochs at which the
system is in state s and action a is chosen. Theet#o constraints represent the normalisation and
balance equation, respectively. The forced droppnofability of the OU® is expressed as:

Zs\:‘i Z'l\:A(b eopApTe ()25 o
ZSES ZaEA(s) asAsTs(a )~s~a
Enforcing an upper boung@>°"™ for P, yields the last constraint.

Fa= (3-17)

3.6.4 Performance evaluation

In this section, the performance of the proposeatesyy based on the SMDP (referredS8P_aBA)

is evaluated and compared with three other schethesshold-based channel reservation scheme
without bandwidth adaptation (referred abhr eshol d_nmaxBA), threshold-based channel
reservation scheme with bandwidth adaptation (referasThr eshol d_aBA), and the optimal
strategy based on the SMDP but without bandwidtiptatdion (referred aSVDP_naxBA). In both
schemes without bandwidth adaptation, the maximandtvidth requirement of each OU needs to be
satisfied all the time. The operation™ir eshol d_aBA is summarised as follows: when a new OU
arrives, the existing OUs subsequently degrader t@@S levels to the next lower level to
accommodate the new OU if needed and the new Qbjdsted if all the OUs have degraded their
QoS levels to the lowest level but the remainingctium bandwidth is still less than a threshold:;
when an IU arrives, if all the OUs have degradertQoS levels to the lowest level but still cannot
find enough spectrum bandwidth to support all afnth Portion or all of the OUs will be evicted
subsequently until the remaining OUs can be supdoit/hen an OU or an IU departs, the OUs will
subsequently upgrade their QoS levels to the rigkieh level until approaching the threshold. Far fa
comparison, the number of bandwidth adaptationadjmers is counted only based on the initial QoS
level and the final QoS level. The parameters fikedvaluation are listed in Table 3-2. The GLPK
tool [GLPK] is used to solve the linear programmehis work.
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Table 3-2: Experimental parameters.

M |3 As 0.5
c |3 Iis 0.5
K 2 Ip 0.1
By ] p&Bound 1%
By | 2 ~ 1.0

—&— Threshold_maxBA
—+— Threshold_aBA
—#— SMDP_maxBA
—— SMDP_aBA

Average utilized spectrum

0.5

0.02 0.04 0.06 0.08 0.1
Arrival rate of IlUs

Figure 3-38: Average utilised spectrum vs. arrivatate of 1Us.

To fully exploit the benefit of adaptive bandwidiliocation, first it is set the cost of one bandwid
adaptation operatiolm, = 0 and then evaluated the average utilised spactind OU blocking
probability with respect to varying IU arrival rateFor all the schemes, the forced dropping
probability of the OUs is required to be below tpee-defined bound. For the threshold-based
schemes, the results are derived when the opthredtiold is used for each IU arrival rate. As shown
in Figure 3-38 and Figure 3-39, bandwidth adaptatcan significantly improve the spectrum
utilisation and reduce the OU blocking probability.
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Figure 3-39: Blocking probability of OUs vs. arrivd rate of 1Us.

The SMDP-based schemes always outperform or at lgagorm equal to the corresponding
threshold-based schemes with varying IU arrivadsafhat is due to the fact that the thresholddase
schemes cannot adapt the decision for each speggiem state.

We then set the U arrival rate #g = 0.05 and evaluate the impact of the cost pedwatth
adaptation on the average network revenue. As showirigure 3-40, the proposed scheme
SMDP_aBA can adapt to the cost per bandwidth adaptationdaciie whether or not a bandwidth
adaptation is adopted with the objective to maxéntise long-term network revenue. On the other
side, Thr eshol d_aBA cannot take the bandwidth adaptation cost intowadc Its performance
drops quickly with the increase of the cost andlmaeven worse than the schemes without bandwidth
adaptation.
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Cost per bandwidth adaptation

Figure 3-40: Average revenue vs. cost per bandwidthdaptation.
3.6.5 Remark

The optimal decision-making framework for joint a@dsion control, eviction control and bandwidth
adaptation to support the QoS of the OUs undertgpacmobility in cognitive radio networks
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proposed in this section formulates the problemaaSMDP solved via a linear programming-
algorithm, where the optimal decision at each sysgtate is derived to maximise the long-term
network revenue. Compared to the state-of-theetitrmes, the proposed scheme is shown to improve
the spectrum utilisation and reduce the OU bloclpngbability while keeping the forced dropping

probability of the OUs upper-bounded. Furthermdris, shown that the proposed scheme can adapt to
the bandwidth adaptation cost.
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4 Resource management solutions for the target scenas

As reminded in section 2.1.2, a number of requirdmnéManEtal2011] [D1.4] drive the design of
resource management. As a consequence of theedifferquirements and constraints set, the resource
management should possibly take into account thesecificities by the different scenarios
[MacEtal2011]. For example, lower frequency whitesp spectrum would be ideal for rural
broadband access and coverage enhancement in lthiarcextension scenario, as well as for the
inside to outside coverage in the cognitive femitasmenario, due to better through-wall propagation
characteristics. On the other hand, higher frequemkitespace spectrum could be preferred for
capacity enhancement in the cellular extensionat®nas well as for indoor cognitive femtocells,
due to intrinsic better insulation towards the owig (other femtocells or macrocells). Similar
considerations apply to the cognitive ad hoc netveoenario, depending on the specific case.

This chapter presents resource management solutosnall the three main target scenarios of
QoSMOS outlined in section 2.1.1: the cellular asten, the cognitive femtocell and the cognitive ad
hoc network.

4.1 Cognitive access control for the cellular extensioscenario

In this section, it is studied an optimised aldoritfor controlling the access to the cells opegatin

an opportunistic band. The purpose is to prevetwar& congestion while preserving the QoS of the
accepted connections and protecting the incumbeetations. To attain this objective, it has been
identified a solution that takes eviction decisiomBich can be used in the admission control to
prevent critical impacts generated by the incumiigaresence.

4.1.1 Introduction

Although demand for high data-rate services growmomrentially, users of heterogeneous wireless
networks continue to expect an optimal quality efvice depending on their application and service
agreement. Due to users’ mobility and limited systesources, it is then a complex challenge for
network operators to increase their revenue by migkig the number of users, while maintaining a
certain degree of satisfaction.

Access control (AC) is a key element in the pr@nsof QoS in conventional networks, as it aims at
avoiding network congestion while preserving thenootted QoS of already accepted calls. It can
even restrict the number of ongoing connectiorhindystem or degrade some user’s QoS to satisfy a
majority of ongoing user’s requirements. Howevke tlecision process is not simple as many factors,
sometimes contradictory, have to be taken in cenatin, and it becomes even more complex in a
context of cognitive radio.

CR is the technical answer from the wireless conitpuio solve the problems resulting from the
spectrum underutilisation and the dearth of spattbands: an opportunistic system is authorised to
transmit in the same frequencies than an incumggstem if minimal interferences are guaranteed.
One possible orientation for AC may consist in depieg schemes that defines the interference
generated onto the incumbent system as the admissgterion. Another one could focus on schemes
that are charged to maximise the number of admiisets, taking benefits from the presence of
opportunistic resources. Because it addresses@ufhand mobility aspects, the second approach has
been privileged in this study.

The literature provides then a plethora of soligtiand [Hos05] brings an interesting illustratiorthof
different schemes that could be implemented in twvar&k. Among them, the guard-band policy is
used by AC schemes to control the connection dnggbliocking rates. It consists in holding some
number of the network resources reserved for hdrmaeiections while the rest of the resources are
used for new connections: the threshold can berdyadly set depending on the network/cell status,
as illustrated in Figuré-1.
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Guard band Max

Guard band Min

Threshold variation

Available cell resources

Figure 4-1: Guard band policy for access control.

Because of the preservation of incumbent users, st@ce and highly variable resources of
opportunistic systems, and the high users’ mobéitgountered in wireless networks, access control
represents a challenging research item. And sincentrols directly the radio resources, the guard
band policy is most appropriate scheme to addiesschallenges formed by the cognitive radio
concepts.

Indeed, in such CR network, the frequent apparitibthe incumbents may force the system to take
eviction decisions that could impact the overallSQuf the opportunistic system. And, forcing UEs
that are localised at the edge of the impactedsydth handoff to the adjacent cells is a key mesasu
for maintaining the service to these UEs while Wiaggthe spectrum channels.

However, radio resources reserved in adjacent bgllhe access controllers may not be enough to
support this sudden increase of handover requebish may be consequently rejected.

The connection dropping rate should increase sagmfly upon incumbent apparition and the
connection blocking rate should be degraded alsovedrds, as the system may not be able to accept
new connections, due to the limitations of the caplacity.

4.1.2 Solution for optimising the access control in oppdunistic cellular system

The proposed solution consists in enhancing thessccontrol mechanism deployed in conventional
network with cognitive abilities in order to contithe impacts of the incumbent’'s apparition. Thus,
the decision-making algorithm will take, in addrtido the admission decisions, a set of evictions
measures that will be motivated by its observatibthe network environment and driven by policies
adapted to the context. These measures can bdfielsas following, depending on their impact on

the Qo0S:

- (1) forcing the handover of UEs to neighbour cells;

- (2) forcing the handover of UEs to another banmk(sed, for instance);

- (3) reconfiguring the base station to operateaekup channel;

- (4) excluding pre-empted resources from resouribesatéion patterns;

- (5) reducing the QoS of the connected UEs by albatkess radio resources;
- (6) dropping UE connections.

The main objective of this solution is then to tgdi@tly and in the most efficient way admissiordan
evictions decisions. This process will be doneeactive mode, or in preventive mode depending on
the availability of the incumbent detection infotina.

In the example illustrated in Figude2, the estimation of the additional forced haretewriggered by

the incumbent presence (done in BS#1) should hetoetine admission control (in BS#2) which may
be able to adapt its guard band to minimise orelahe degradation of the system QoS and guarantee
mobility support.
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Figure 4-2: lllustration of the “cognitive access control”concept.

4.1.3 Solution’s assessment

Access control mechanisms are implemented in eask btation and their decisions have a direct
impact on the behaviour of their adjacent cellsdegicted in Figurd-3, all base stations, which are
under the coverage of the incumbent, may take ieviactecisions that impact their adjacent cells and
in parallel should support the decisions done lbgéhadjacent cells in their own operations.

It is then challenging in this context to selea #et of decisions to be taken in all cells thawige

the best protection of the incumbent(s) while ofgting the QoS of each established connections.
Then, a system approach shall be considered tesasse solution and validate that the system is
stable and able to converge to an optimum.
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Figure 4-3: System approach.

In addition, one QoSMOS assumption states thaflticeuation of the opportunistic resources should
be transparent to the end-users. In consequereepterved quality of experience should be roughly
the same that the one measured in already depimtaarks (i.e., 3G).
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To address this statement, an ARCEP survey [Ared1l)sed as reference. It evaluates the QoS
provided by French cellular networks (2G and 3GJ aome results, described in Tadld, can be
exploited as reference to assess Q0SMOS soluifitresmetrics that have been defined are relative to
the service performance, and do not take in accthentdeployment of the network, nor the used
equipments. It consists in the rate of successfefiiablished communications, which have been
maintained (RECM) during two and five minutes. Agaunication is considered as successful if the
request has been accepted at the first attempt #melcommunication is not disconnected. The site
calculated based on the total number of requestshEncomplement consists in the rejection raker aft
an attempt plus the disconnection rate.

The measurements have been done in major citiekigim speed trains, on highways and also in
suburb trains. Some information relative to daaadfer (FTP service, smartphone) is also availiable
the survey but is out of scope of the current aialy

Table 4-1: QoE metrics (extracted from [Arc11].

metric city highway high speed train suburb train
RECM>2mn 95,9% 91,1% 69,5% 82,8%
RECM>5mn 94,6%

To assess the previously described solution, tleefoNowing network-relative performance metrics
shall be considered.

- The connection blocking rate (CBR), which measuhes rate of rejected service requests
within the system. This metric considers the numifeevents that occurs in the whole
system and is expressed in percentage:

> NB_COMM _REJ

> NB_COMM_REQ

CBR=100x (4-1)

- The connection dropping rate (CDR) measures the ghtestablished communications that
have been prematurely interrupted, whatever theecau

> NB_COMM_DROPPED

CDR=100x
> NB_COMM_ACCEPTED

(4-2)

In addition, the next service-relative performameetric defined by the ARCEP should enable QoE
comparison between opportunistic and conventioalorks.
- The rate of successfully established communicatibashave been maintained at least during
two minutes, denoted by RECM,, is expressed in percentage as:

RCEM

>2mn (4-3)

NB_ COMM REJ+ ) NB_COMM _DROPPE
=100x {1— z — - z — — [%efure_Zmn]

> NB_COMM _REQ

4.1.4 Algorithm description

The cognitive access control (CAC) algorithm fiystbllects context information from a local source
(e.g. spectrum measurements results provided Igirgpreensors) and from a global database such as
the common portfolio database. In parallel, theoaflgm monitors the UE status as well as the base
stations’ metrics.

This information is then analysed and any incumbamparition is logged in order to identify
afterwards an eventual periodicity in the incumbepeérations (through learning techniques). This
input is used by the solution to orientate theaagt) to be taken: preventive action trigs the ipitag
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of eviction measures while reactive action forche system to take decisions for responding
immediately to the apparition of the incumbent.

The decision-making algorithm characterises theealetl incumbent and lists the different
possibilities it can apply to mitigate the impacthese alternatives are evaluated based on their
impacts on the QoS which are pondered dependinth@mbserved context and potentially refined
with learning techniques. This problem can be sifiepl as follows.

- A base station allocates a number of physical messublocksw; to a list of connected
usersy; (withie[l, ...,N]).

- When an incumbent appears, it pre-empts a spectramadwidthWs from the initial
capacity of the cell/sector, managed by the bag®st which corresponds W physical
resources blockdN; encompasses the guard bands, as required bygthiatien).

- To compensate the impact of the incumbent presehedyase station has to take a series
of eviction decision®y (with ke [1, ..., M] ) on the users; , each of them releasing w
resources and generating a QoS preservation Vdlyk)

- DecisionsDy are prioritised with a weightx according to the environment context, the
operator policy and the appeared incumbent paramé#oreover, a conditiog, e {0, 1}
is applied to each decisidy for each useu; in order to characterise its validity.

- Then, the objective of the problem consists in eimopthe set of users that releases at
least W, physical resources blocks, such that the growviation decision®y applied to
these users generates the maximum QoS preserydtige)

Figure4-4 illustrates the design of the solution, whielm ®e divided in three steps: the elaboration of
the operating rules, the execution of these rugsribritise both UEs and eviction decisions anel th
selection of the decisions’ set.

Decision Selection far L)

User Selection

o8 by gl OO = @ S N
@ Jon N Hrfn ) Unwia)
"""" B R
Y

____________ 0ol
Uy iy v

Y
Decision Selection for L.

Figure 4-4: Overview of the access control algorithm.

The elaboration of the prioritisation rule is bagedthe observation of the connection blocking rate

(CBRueas) and the connection dropping rate (Giks) as well as on the detection or the prediction

of the incumbent (incumbent bandwidth size). Thesasurements are then compared to the policies
defined by the operator (CRiz« and CDRyax) to prioritise the decisions (Pthat address the most
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the observed context. As an example, Tabl2 defines a set of weights, o be used by the
decision-making algorithm when evaluating the vasialternatives.

In addition, to determine which user equipment ftasndergo an eviction decision, several sorting
rules are considered, but one is prioritised agogrtb the environment context. Talfle8 presents an
example with two sorting rules: the first one iséd on the number of allocated physical resource
blocks, and the second one on standardised infmmapecifying if the connection can be pre-
empted.

Table 4-2: Example of weights for eviction measures.

policies D1 D2 D3 D4 D5 D6
CBRuyieas > CBRuax & CDRyeas > CDRyax & INCgze = HIGH 10 0 10 0 1
CBRuyieas > CBRuax & CDRyeas < CDRyax & INCgze = HIGH 10 0 5 0 5
CBRuyeas > CBRuax & CDRygas > CDRyax & INCgjze = LOW 5 5 10 5 1
CBRuyeas > CBRuax & CDRygas < CDRyax & INCgjze = LOW 5 0 10 10 5 5
CBRuyieas < CBRuax & CDRyeas > CDRyax & INCgze = HIGH 5 10 10 5 5
CBRuyeas < CBRuax & CDRyeas < CDRuax & INCgjze = HIGH 10 0 5 10 0 5
CBRueas < CBRuax & CDRyeas > CDRyax & INCgjze = LOW 5 0 5 10 0 5
CBRuyeas < CBRuax & CDRyeas < CDRyax & INCgjze = LOW 0 10 5 10 1 1

[D1] Backup channel activation; [D2] Resources reddtion; [D3] Intra-cell handover; [D4] Inter-célandover; [D5] QoS
degradation; [D6] Connection dropping

Table 4-3: Example of rules for UE sorting (PRB = physiclresource block).

Policies UE sorting rules
CBRugas > CBRuax & CDRyeas > CDRyax & INCsize = HIGH Number of allocated PRB
CBRugas > CBRuax & CDRyeas < CDRyax & INCsize = HIGH Number of allocated PRB
CBRueas > CBRuax & CDRyeas > CDRyax & INCsize = LOW ARP / Priority level
CBRueas > CBRuax & CDRyeas < CDRyax & INCsize = LOW ARP / Priority level
CBRueas < CBRyax & CDRyeas > CDRuax & INCgize = HIGH Number of allocated PRB
CBRueas < CBRyax & CDRyeas < CDRuax & INCgize = HIGH Number of allocated PRB
CBRuyvieas < CBRuax & CDRyeas > CDRuax & INCgize = LOW ARP / Priority level
CBRuyvieas < CBRuax & CDRyeas < CDRuax & INCgize = LOW ARP / Priority level

Decisions are then evaluated for each user equipbased on their applicabilityCf) and their QoS
preservation valu¥(u,k)

- Cy is conditioned by the environment context: as sanle, it is set to null for “intra cell
handover” if the UE is under the coverage of a uaigell. In addition, “backup channel
activation” is possible only if the system has sssfully identified candidate channels.

- V(u,k) is calculated by comparing the guaranteed bit dafined in the QoS class with the
user throughput estimated based on SINR measursment

(User_Throughpuy,
GBR

V(u,k) = (4-4)

- A QoS preservation policy,n) can be set by the system to exclude the decisiaisvould
impact to much the QoS.

The cognitive access control algorithm previousdgatibed contributes to fulfil the WP5 objectives
on two aspects:
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- by focusing on the CBR and the CDR, the cognitiveeas control algorithm maintains the
QoS of the connected UE within a cell operatinghwapportunistic resources and aims at
providing the same level of QoE than any convemtiortwork;

- in addition, the utilisation of guard band schemethie admission control guarantees that
handovers, and so physical mobility, remain operdtii even in the presence of an incumbent.

This algorithm is part of the CM-RM QoSMOS entitydaits functionalities can be split as presented
in the Figure4-5.

The CM-RM NC is charged to observe the inputs inedaio the spectrum environment and to react to
any incumbent presence. In parallel, it maintaimsngéernal database that logs the event whichesl us
in parallel to predict any upcoming incumbent afijuar.

The CM-RM RA, when triggered by CM-RM NC, gets thetwork information (CDR, CBR ...) from
the NET COORD and elaborates the operating ruleghi decision-making. It evaluates the impacts
of the incumbent and identifies the set of possibléction decisions. Then, it evaluates the
alternatives and selects the set of measures thaemwe the most the QoS. Finally, it executes the
decisions to protect the incumbent operation.

The CM-RM RA is charged to control the admissiontted new connections notified by the upper
layers through CM-RM RS, but also to preserve tlobitity in the system by reserving resources for
handover requests (from CM-RM NC). The admissioficpois then updated according to the
decisions taken by the CM-RM RA.

CM-RM RA " CMRMAC

[ Network input analysis }
Admission N I
Evaluate impacts of incumbent control for new ew [
[ P J connection +connection—j CMR'§M
Elaborate operating rules for request A
decision-making —
Admission
e [ Trig reactive / preventive action } Controltfor HO
| NET | Network | _ _ reques
| COORD A information Build eviction solution(s) to mitigate S
R — incumbent apparition Elaboration of
admission P
[ Assess the different alternatives J policy Handover . CM-RM |
request | MC |
[ Select decisions } I
[ Execute decisions J
\_
/
v
B CM-RM NC
( ) Spectrum
I - ——portfolio &
| CM-SM | pzoli(;i:s [ Incumbent detection } [ Incumbent prediction }
) — Log incumbent 9 +[ Search for periodic } " CM-RM sub-entities |
‘ SS 3 ) Sensing appartion events events ——
) information Incumbent |  Other QOSMOS |
- logging \___entites

Figure 4-5: Cognitive access control in QoSMOS context.
4.1.5 System model

The system model encompasses several base stapereting in an urban area and controlling for
each of them three different sectors.

A set of user equipments is deployed uniformlyhia simulated region, moving at 5 km/h according
to a straightaway direction, randomly defined.
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These user equipments connect to the base statimi \wrovides the best quality signal and initiate
data communication requests according to a Poistadistical distribution. These requests are then
analysed by the admission control algorithm impleted in each sector of the base station which
takes the decision to accept or reject the conmeatepending on the cell load and other cognitive
information. These decisions are measured with gedormance metrics previously introduced: the
CBR and the CDR.

Three cases have been considered: in the firstrmmigicumbent is present and the system operates as
any conventional LTE network. In the second use cas incumbent appears and covers one sector of
cell 5. In the third one, this incumbent impactgesesectors as illustrated in Figure.
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Figure 4-6: System model cases.
4.1.6 Simulation results
4.1.6.1 Observation of the impacts relative to the incumbent apparition

The objective of this analysis is to characterfge itnpact of the incumbent apparition on the system
performance and to quantify the benefits of the Gagorithm.

The two metrics CBR and CDR have been observedglulie simulation time and the following
figures illustrate the obtained results for thdedi#nt cases.

- The CDR and CBR are expressed in percentage;
- The time is expressed in units of 1Bs;

- At T = TO + 9 minutes, the incumbent appears (its presés highlighted by the usage of a
grey background). It covers seven sectors (caaed@has a bandwidth size of 3 MHz.

Figure4-7 illustrates the case where no incumbent isgoteand corresponds more or less to the
behaviour of a conventional network. This figurpresents in consequence the reference to be used to
assess the impacts of the incumbent, and alsdijbetive to achieve by the cognitive AC algorithm.

The figure shows that the CDR is quite stable (wittnean value of 5%) while the CBR progresses
according to the system load. This demonstratesbtfgaviour of the admission control which
prioritises the handover requests at the expentteeaiew connection requests, and ensures a dynamic
support of the physical mobility within the opparistic system.
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Figure 4-7: CDR/CBR vs time — No incumbent.

The apparition of the incumbent is activated inurgg4-8, and its impacts are perceptible on both
graphs. For CDR, the system has to drop connectirsease the radio resources pre-empted by the
incumbent: this is materialised by the high peaspnt at K¢ (+ 55% in this context). In parallel, it
shall also reject any new connection requests widadegrading the QoS even more. This is
represented by an amplification of the CBR justratite incumbent apparition.

Moreover, the CDR peak shape seems to indicateethert if connections have been dropped, the
system it is still over-loaded and has no otheiigghthan rejecting handover requests (CDR continues
augmenting after the incumbent apparition), whibhlienges the capacity of the network to support
mobility in the impacted cells.

SONNECHUITDIOP P NUiREEN (SR Sapipisnrien Blaeinef fEits (2205)
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Figure 4-8: CDR/CBR vs time — With incumben§.

The cognitive AC algorithm is then activated in Uig 4-9 in order to mitigate the incumbent's
impacts. In comparison to Figude8, some improvements can be observed: the sysésndropped
fewer connections thanks to the eviction contrgbathm which has taken “QoS-safe” decisions (for
example, intra-cell handover). This has releasdtitiadal radio resources that have been used by the
system to improve the support of mobility in thepauted cells.

Furthermore, a CBR improvement is also noticeabhe: decisions taken by the algorithm has
facilitated a better distribution of the load amotige sectors, which enables the acceptation of
additional connections.

6 The presence of peaks in CDR/CBR graphics is eguaby the definition of the metrics which arectéhted
based on incremented counters. Then, to compaireviidees between a time T and a time T+1, it isassary
to apply a timing reference, and so to define dirglj timing window. The width of these peaks copmws to
the sliding window value (90 seconds in this comfagion). The reason why the CDR goes back to itBmum

value is that the incumbent apparition event isomger taken into consideration in the CDR/CBR gktion.
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Figure 4-9: CDR/CBR vs time — Activation of the cognitiveAC algorithm in reactive mode.

Figure4-10 represents the evolution of CDR/CBR when thgniive AC algorithm is configured in
preventive mode. This mode consists in predictimg presence of the incumbent for enabling the
execution of preventive “QoS-safe” measures betbesincumbent appears. In this simulation, the
algorithm is aware of the predicting informatiom siinutes before the incumbent apparition, which
allows the system to plan five preventive operaitiggered every minutes.

Figure 4-10 demonstrates that this mode cancels entireyirpacts of the incumbent apparition,
contrary to the reactive mode. Nevertheless, adindegradation of the CBR/CDR can be expected
during the timing period when preventive measurestaken: this degradation is not perceptible for
the configuration of this simulation, as the systeas found enough candidate UEs to be moved to the
neighbour cells.
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Preventlva Measures

Figure 4-10: CDR/CBR vs time — Activation of the cognitiveAC algorithm in preventive mode.

This analysis has characterised the effects ointtambent apparition on both the CDR and the CBR.
But it has principally proved the capacity of thgamithm to cancel these impacts and to contritbote
the preservation of the user mobility within thepogunistic system.

However, further investigations are required toradd the two following issues. The outcomes are
detailed in the subsequent sections.

- Is the algorithm able to support incumbents witjhier bandwidth size?

- Has the algorithm the same performance if the ptiedi window size is reduced?

4.1.6.2 Effect of the incumbent bandwidth size

The objective of this analysis is to characteriseinfluence of the incumbent bandwidth size ohto t
system performance (CBR and CDR) for the casesemer incumbent covers one or seven sectors,
as described in Figuré-6. The no-incumbent case has been directly iatedras reference in the
graphics.

The metrics have been measured upon incumbent'aritipp (Tinc) in order to include in the
evaluation the connections that have to be droppeelease the required number of pre-empted radio
resources.
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Figure 4-11: CDR vs incumbent bandwidth size (at ikc).

Figure 4-11 shows the significant impact caused by thernmzent apparition onto the CDR: as an
example, for a 3 MHz-bandwidth incumbent, the CRiRps from 12% to 20% for the case 2, and
worse from 12% to 80% for the case 3. This simakattlearly confirms the need of a corrective
algorithm in order to ensure to the user a singlgerience than in a conventional network.

This figure also presents the action of the cogaiticcess control solution in both reactive (square
marks) and preventive (diamond marks) modes anddsirates an evident benefit compared to the
“no-algorithm” case (triangle marks). By considegrithe previous example,

- The CDR falls, in reactive mode, from 20% to 15%dase 2, and from 80% to 48% for case
3,

- And, in preventive mode, it falls from 20% to 0% &@mse 2, and from 80% to 12% for case 3.

The simulation also shows the advantages of theepteve mode, compared to the reactive mode, and
highlights an optimal efficiency for cases where fhcumbent coverage overlaps several sectors

and/or for cases where the incumbent pre-emptsge lportion of the radio resources used by the
opportunistic system.

Figure4-12 presents the impacts of the incumbent apparitnto the CBR at §c: no evolution is
observed mainly because the effect on the new cbions is not immediate. As illustrated in Figure
4-8, the CBR continues to increase after the in@mhbpparition.

Figure 4-13 shows the same metrics observed @t #2mn and highlights better noticeable
incumbent impacts (the CBR jumps, for a 3 MHz-baidithvincumbent, from 21% to 27% for the
case 3) and solution’s benefits.
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4.1.6.3 Variation of the prediction window size

The objective of this analysis is to identify iftlariation of the prediction window size has diedtf
onto the efficiency of the cognitive AC algorithiaigure 4-11 has demonstrated that the reactive
mode is not sufficient in some cases, and complé&mgrpreventive decisions can contribute to
improve the system response to the incumbent apmparindeed, this mode aims at multiplying the
number of UEs that can support QoS-safe evictiotisd®s. However, reducing the size of the
prediction window limits this number of candidaisd the risk of dropping UEs upon incumbent
apparition mathematically increases.

CDR (%)
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Figure 4-14: Effect of the prediction window size onto th€€DR.

Figure4-14 represents the impacts of this variation eneoCDR and shows that this effect is limited

even when the incumbent is predicted one minuterbats apparition. This is due to the capacity of
the algorithm to adapt its preventive decisiongh®window size: the shorter the prediction window
is, the rarer the prediction occasions are. Butdampensation, the number of eviction decisions per
occasion increases.

Then, in this simulation configuration, the algbnt has found enough candidates to perform the
required amount of QoS-safe decisions and soirit the impacts on the CDR.

4.1.6.4 Comparison with user expectations

As introduced in previous sections, ARCEP has dfiadtthe user expectation regarding the access to
the cellular networks. To evaluate the performasfaie provided service, RECM,, metric has been
used and merges in a certain way both CBR and @ixRmation.

Figure 4-15 draws the evolution of RECM,, for connections maintained at least two minutes,
depending on the incumbent bandwidth size.
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Figure 4-15: RECM>2mn vs incumbent bandwidth size.

“No incumbent” case is represented by the “circlarks” with a constant value of 92%. This is
slightly different than the ARCEP measurement,thetsmall variation can be explained by the semi-
realistic configuration used in the simulation fdam.

The impacts due to incumbent presence are chassrdny the “triangle” marks and the benefits of
the cognitive access control algorithm by the “squanarks and “diamond” marks.

The simulation’s results demonstrate that the #@lgoris efficient enough to cancel the impactshef t
incumbent whatever the considered bandwidth. ib alsows that, when preventive actions can be
taken, the quality of experience is preserved amecases where the incumbent coverage overlaps
several sectors.

4.1.7 Remark

This section has introduced a new algorithm addiognitive capabilities to the access control of a
LTE cellular network in order to enable its opevas in the TVWS band by using opportunistic radio
resources. Its design has been described as wdheasnethod for assessing its benefits. Then,
simulation results have been provided which leatthédfollowing conclusions:

- the study has demonstrated that the incumbent igippahas a major impact on the system
performance (this has been highlighted with CBR/C@ligervation), both on the QoS and
mobility aspects;

- it has proved the benefits of the solution by rédgicancelling the observed impacts;

- it has highlighted the advantage to predict theimmigent apparition, even if the window size
for taking the preventive actions is short: theoallym is able to adapt to this situation;

- at last, it has shown the quality of experience docessing to the service is preserved in
comparison to conventional networks.
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4.2 Interference management for femtocells

Over the past decade, the demand for higher cgpanil data rates has been on the increase. A
number of technologies and standards have beenopedeto cope with this increasing demand i.e.
high speed packet access (HSPA), LTE, LTE advaaceldWiMAX. These technologies and others
have been developed to provide speedy communicatmend users. However, with the increasing
demand for indoor cellular service, mobile opemtsimply cannot effectively provide good quality
coverage to indoor users given the high in-builddegetration loss. A survey [ABI2007] shows that
in the near future more than 50% of voice and 70%ata traffic is expected to originate from indoor
users. The need for providing good quality indooice and data services can therefore not be
overemphasised.

Solutions that readily come to mind is for operatir build more base station (BS) sites, whichlman
prohibitively expensive to meet the needs of a ldgpacity network which increases the capital and
operational expenditure for the operators. Theristeather technologies such as pico-cells and
distributed antenna systems (DAS) used to exteddancoverage and capacity in large buildings,
which are categorised as hotspots (airports, shgpmialls, universities). Such solutions are stith t
expensive and inadequate to provide mobile sert@essidential areas and small offices.

With the growing demand of innovative 3G serviaesst industrial critics see significant potential
for the use of technology, so called “femtocell€hpn2008]. Femtocells, also known as home base
station, are small, low power access points andallis look like an ordinary wireless router. These
access points are installed by users indoor, wbiehtes a small wireless coverage area and connect
user equipment (UE) to the cellular core networotigh subscribers broadband internet access. The
access points known as femtocell access point (Fdd®k as BS, enabling high quality voice, data
and multimedia services to be delivered to mob#éeicks in indoor settings without changing the
underlining UE radio access font end configuratibime FAP can be connected to the operator’s core
network through users DSL, optical fibre or cabtedalband connection. Femtocells would require
some portion of spectrum from the operators foropgration. This can be a separate portion of
spectrum allocated by the operator or the saméopoof spectrum as used by macro-cell. The case of
same spectrum being used for femtocells (co-chafemefocell deployment) offers the best spectral
efficiency, however, with serious interference cams. This interference can be between
neighbouring femtocells (co-tier interference) adlwas between femtocells and macrocell (crossrlaye
interference). The main challenge faced by femtedglinterference management. The key techniques
that can be used for avoiding and mitigating irgeshce in femtocells are well presented [Chan2008]
[Zah2012]. The work herein presented is a powertrobrscheme for interference management in
femtocell networks with a focus on reducing theserdier interference caused by femtocells to
macrocell users.

4.2.1 Technical aspects

The femtocells are deployed within a macrocellrnad hoc fashion. Any user can deploy femtocells
in the own home and even can move femtocells from lmcation to another. Therefore, it is a
challenging problem for operators to manage raeisources dynamically. This intensifies the need of
more intelligent FAPs. Cognitive femtocells canypde a better solution for the indoor coverage
problem. Basically due to small cell radius, thstalice between transmitter and receiver is reduced,
hence transmitted signal is less attenuated atwrinreceiver can receive good signal strength {RSS
Generally, the quality of a signal at the receiganeasured in terms of SINR. The SINR is a fumctio
of the transmitted power from the desired BS, tmatied power from interfering transmitters,
shadowing, fading and path loss. The penetratissel® due to walls cause the interfering signateto
weak. This attenuation is more prominent at highequencies that are commonly used in 3G/4G
technology for their high bit rate operation. Thésgses act as insulation to the femtocells, and th
femtocells transmit with low power while maintaigirgood indoor coverage quality. The good
channel conditions enables the femtocells to pevVidjh data rate services to users by using higher
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modulation and coding schemes. Furthermore, a fegiitosually serves a very small number of users
(house residents/office employees) as comparedntacaocell (e.g Vodafone femtocells can support
maximum of four users), due to which it can devatiarge portion of its resources to the available
users. This enables femtocells to provide good @ofs users as compared to a macrocell, which
have to serve larger number of users simultanednsyarge area [Chan2009]. The coverage holes in
the footprint of a macrocell can also be eliminatdgth femtocells. In this aspect, the femtocell can
provide coverage to macro-cellular users whichnea@by and in the range of the femtocell. Thisfis o
more importance in the cell edge areas.

4.2.2 Femtocell system model and problem formulation

A co-existence scenario in which a number of femllsccoexist within a macrocell as shown in
Figure 4-16 is investigated. The interference cdubg the femtocell downlink to any nearby
macrocell user is thus investigated. It is undedtthat, in a co-channel femtocell deployment, the
overall cross tier interference increases with ittegease in the number of femtocells in that area.
Furthermore, if a macrocell user tends to be rearfemtocell, it can face excessive interferemomf
the femtocell downlink. In such a case, the femtasteould be able to reduce its power, in order to
avoid causing interference to macrocell users. 3ysem model of Figure 4-16 shows a random
deployment of femtocells within a macrocell. Thecnozell contains certain number of macrocell
users called macrocell user equipments (MUE) conicating with their microcell base station
(MBS) while every femtocell has only one femtocétipportunistic) user equipment (FUE)
communicating with its corresponding FAP. One FWYEonsidered for simplicity and it is assumed
that each femtocell allocates all of its availat@esources to this one active FUE. On the other hand
the MBS allocates its resources to MUESs by dividimg resources equally among all active MUEs.

It is also assumed that there is a unidirectiooahmon channel between macrocell base station and
FAP. This channel is a broadcast channel and the E&n use this channel only to receive any
information from the macrocell base station. Ondtieer hand, MBS-FAP control communication can
be achieved through a femtocell gateway (FGW) Edtdét MBS core network. Through this channel,
the FAP is able to know the location of any MUEsuad it and thus can find the distance to a
specific MUE. Due to this information, the FAP isl@to predict its interference impact on the MUE.
The femtocell has geo location capabilities as vaell hence they can also be aware of their own
location within the macrocell.

Whenever a MUE is near to a femtocell it would fagerference from the femtocell as well as from
any other femtocells. The impact of each femtooellthe MUE depends on the distance between
MUE and FAP. When the MUE faces an interferencellésom the surrounding femtocells that is
greater than a pre-defined threshold, it informs liase station about the increased level of
interference. This pre define threshold is the llefeinterference that a MUE can handle. If the
amount of total interference received from all feodllls is greater than this threshold, the MUE will
not be able to communicate with its base statidme Tacrocell base station similarly receives
interference information from any active MUEs und@erference. After receiving the information
about interference, the serving MBS uses the wttlional broadcast channel to inform the femtocells
about the users that are facing interference alitiy their GPS coordinates. The FAP receives this
information and reduces its power. This technigae cause all the femtocells to reduce its power and
the system would not be efficient [Zah2011]. Theref in this research, a group of “main aggressors”
is defined for each MUE. These groups of main aggpes are the femtocells whose distanteé “
from the MUE is equal to or less than a pre-defimatlie of distance in meters. This distance
threshold value is termed as the “aggressor distémeshold”,t, . Whenever the MBS broadcasts
information about MUEs under interference, the neng FAP would first check if it is one of the

main aggressors to those MUEs or not. If the ferltds not in the group of main aggressors to a
particular MUE, it would not react to the broaddasbrmation; however, if it is one of the aggresso
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it will reduce its power by a step size Af. The reduction in power would reduce the interieseat
the MUE.
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Figure 4-16: System model for femtocell network

For analysis, it is assumed that there dractive MUEs andN is the number of disturbed channels
among them. The downlink power vector of macrodadise station is then represented as
P™=[p, py.., pI'], Wherep™(jOJ) represents the downlink transmit power for JAeMUE in

then” channe(nd N); assuming a one to one corresponding user-chanaeping. The number of

femtocells in the system ¥, so the downlink transmit power of the femtocelhde given via a
matrix representation as in equation (4-5).

-
p1f1 plfz plfN

pf = pzfl pzfz p?fN (4-5)
pél pliz pliN

The superscript denotes femtocelim for macrocellfm for femto to macro anthf denotes macro to
femto. pkfn in (4-5) therefore represents the downlink trangroiver of thek" FAP (kO K) in then™

channel. It is assumed that each FAP allocatesf & resources through a single channel for F&\P t
FUE.

The aggregate interferendém, faced by th¢™” MUE from all K femtocells in the"" channel is given
by equation (4-6):

| fm— zp_kfn
n (4'6)

fm
KOK ij
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where L;m represents propagation loss from #feFAP toj™ MUE. The MUE can operate under

certain constraint and can inform its base statiban its threshold is breached. This ensures th& MU
operates in an interference free environment. ThENhference constraint is given as (4-7):

I nfm < yl pnoise (4'7)

wherey; is the interference coefficient for MUE andaissumed to be known whifg,se is the noise
power. On the other hand, the FUE also have tdbleeta operate and have an interference constraint
given in equation (4-8):

Inff + Irr1nf < y2 pnoise (4'8)

wherey; is the interference coefficient for FUEEmff is the femto to femto co-layer interference, and

mf
In

is the macro to femto cross layer interference wetpect to the™ channel.

Two path loss models are used for our propagatatyais. This is categorised as indoor and outdoor
path loss models. Equation (4-9) is the indoor pasis PLi,) model recommended by 3GPP while
equation (4-10) is a simplistic outdoor to indoattploss model representedRls,, ([LevEtal2012]
and references therein):

PL, =328+16.9log,,d + 20log,, f. (4-9)

wheref, is the centre frequency of the transmission chiseamed is the FAP-FUE distance.

PL , =153+37.6log,t+WwL, (4-10)

Lwai is the loss due to the thickness of the wiai§ the distance between FAP transmitter and MUE
receiver (both obeying reciprocity), whikeis the number of walls.

4.2.2.1 Assumptions

The algorithm considers a number of assumptions taede it is necessary to summarise them
separately. The main assumptions are given asafsllo

* The cognitive femtocell is aware of its locatiordahis also also assumed that it has a geo
location capability and can find its location.

e The femtocell is also aware of the location of MEs within its range. This information is
given to the femtocell by the macrocell BS throtigh unidirectional broadcast channel.

e |tis assumed that whenever a MUE faces interferdram nearby femtocells, higher than a
predefined threshold, it informs its base statibauwa the higher interference.

e The model is based on path loss only.

4.2.3 Proposed downlink power control algorithm for femtacells

The main purpose of the downlink power control &glpon is to reduce the level of interference a
femtocell causes to a nearby MUE in co-channel déesit deployment and works as follows:

The MUEs in a macrocell containing femtocells wofdde interference from nearby femtocells. The
impact of each femtocell on the MUE depends ondh&nnel between MUE and FAP. When the
MUE faces an interference level from the surrougdiemtocells that is greater than a pre-defined
threshold shown in (4-7), the MUE informs its bas&tion about the increased level of interference.
This predefined threshold is the level of interfere that an MUE can handle. The MBS similarly
receives one bit interference information from agtive MUEs under interference. The one bit
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information only describes if the particular MUE figcing high interference or not. The one bit
information is used to make sure there is no conacation overhead.

The MSC for this process is shown in Figure 4-1#teAreceiving this information, the base station
uses the unidirectional broadcast channel to inftrenfemtocells about the MUEs that are facing
interference. The femtocell then, first checkg iGione of the “main aggressors” to any of the MUE
that are under interference. If the distance betvtbe FAP and an MUE is less than or equal to the
aggressor distance threshtjdhe particular FAP is then one of the main aggnest® that MUE. The
aggressor distance specifies a circular regionratdne FAP with radius equal tpany MUE within

this area would be counted as a possible victinmtefference from the femtocell. If an MUE resides
within the aggressor distance, the FAP will theduae its power; in the case where an MUE is at a
distance greater thanthe FAP will ignore the message from MBS.

The concept behind the aggressor distance is siamdeonly those femtocells that are near to the
MUE will decrease their power, as the nearby femitoare the ones causing most of the interference
to the MUE. This technique makes sure any unnegegsaver reduction in faraway FAPs is avoided
without degrading the quality of service to FUES atso causing unnecessary FUE-FAP processing
overhead. The aggressor distamageeds to be selected carefully as large valuagswafuld cause
unnecessary reduction in power (QoS) of femtodéldd are faraway thereby increasing processing
overhead while a smaller values will result in aderestimation of MUEs and cause high interference
to MUEs thereby degrading overall performance. Fdee ofty, for the proposed algorithm has been
selected based on best performance via simulatidnsaexplained in the sequel.

------- . ----fOawnlink Power Control for Femtocells--- B

FUE indicates FUE indicates
Cf} transmizsion transmission:}
120, InitiateTh0p R 140, InitiateTH0p RE
Link Link
Measurement. Measurenent.
TéL StartTalp, IND Tel.StartTalp. IND

FUE-FAP FUE-FAP
Caommunication Cannunicat ion

I>Ith
Yes

Interference Message

¢ Uni-directional hroadcast message
¢ Uni-directional hroadcast message
Main aggressar
Yes Ho
Tl TePurReduct ion REQ] transmizzion continues

Figure 4-17: Message sequence chart for femtocelba@nlink power control.

Normally, the FUE sends a transmit operation reigieeiss FAP using &X0. | ni ti at eTXop. REQ
command as seen in Figure 4-17. This command isepsed at the CM-RM module of the FAP
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where inferences on the link measurements (chaamel)power control configurations are made and
passed to the FUE throughTx1. St art TXOP. | ND indicator. FUE therefore starts transmission
based on configuration parameters (power levelgived from its FAP. Whenever a FAP have to
reduce its power as a result of information from MBS, it reduces its power by a fixed step gize
and correspondingly re-calculates configurationapaaters which are conveyed to its active FUE.
This reduction in power is to make sure the FARiced the amount of interference to an MUE shown
in equation (4-6). Both the value of aggressoragiset and A can affect the performance of the
algorithm. The algorithm after reduction of powg@eoates normally until it receives another message
from the MBS to reduce its power.

4.2.4 Femtocell simulation results and discussion

Simulations are carried out in order to evaluate plerformance of the algorithm. The simulation
parameters are given in Table 4-4.

Table 4-4: Femtocell simulation parameters.

parameter name value
number of MUEs 20
number of femtocells 0-200
number of channels 20
macro-cell radius 500m
femtocell transmit power -20dBm
MUE interference threshold -100dBm
wall lossed 15dB
aggressor distamt 50m

The simulation is carried out with 20 MUEs in a muaells with different number of femtocells. The
locations of MUEs and femtocells are taken randomhd interference faced by MUEs with
increasing number of femtocell is calculated. Theuits are shown with the total interference in

system (), which is the sum of aggregate interference famedll MUEs and given as (4-11):

20
I => 1" (4-11)
n=1

where Infm is the interference faced by each MUE in tffechannel shown in equation (4-6). The

result in Figure 4-18 shows that the total intexfere in the system is reduced with the proposed
power control algorithm. Notice that for any givemmber of femtocells, the algorithm makes sure all
the MUEs are interference free. This algorithm givegher priority to MUEs and therefore, the
transmit power is reduced whenever an MUE is unierference due to a nearby femtocell. The
number of MUEs within the macrocell also has andotpon the overall performance as shown in
Figure 4-19.

Increasing in the number of MUES increases thd tatt@rference in the system as seen in Figure.4-19
It can also be inferred that increasing the numtfeMUEs would also increase the processing
overhead, as the femtocells would then have man¥#id its main aggressor list.
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Figure 4-18: Performance of the downlink power corbl algorithm.
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Figure 4-19: Comparison of PCA with different numbe of MUES.

The aggressor distance has an impact on the oyerdbrmance, which can be seen in Figure 4-20.
Decreasing the aggressor distance reduces thellgyverimrmance. It is worthwhile to note here that
the increase in distance does not increase therpshce after a certain value, which in this cadedi
metres. The performance at an aggressor distanceneifes and 70 metres is almost the same.
Therefore, the aggressor distance of 50 metreshbbas used in this algorithm. The algorithm is a
simple one and thus suitable for implementatiotow powered FAP devices. It also makes sure the
far away FAPs do not need to arbitrarily reducertpewer if they are not causing interference to

MUEs.
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Figure 4-20: Impact of aggressor distance on the evall performance.
4.2.5 Remark

A downlink power control algorithm for co-channehfitocells which allows the co-existence with the
underlay macrocell network even with a dense dept of femtocells was considered. The
proposed algorithm in this report is a step towgmawiding a solution for the problem of strongsso
layer interference in such a scenario. The algaritaquires minimal help from the MBS and makes
sure no MUE faces unwanted interference from anytdeell. Simulation results show the
performance of the algorithm and it is clear thaith the help of the proposed power control
algorithm, large number of femtocells can be accodeted within the macrocell, while at the same
time protecting all the MUEs from interference.

4.3 Ad hoc networks scenario

Cognitive ad hoc networks can be set up by diffetgmes of nodes which may be static, nomadic or
mobile depending on the use cases envisaged. &kistence is limited in time (like for emergency or
big event) and they allow the operating frequeneyd to be adapted to the specific needs in
bandwidth, range and QoS.

The case of multiple cognitive ad hoc networks isigathe same portfolio of available channels in a
given area is considered. Each cluster-based satjleoc network has a star topology as depicted in
Figure 4-21. The nodes/UEs are grouped into one clustédr wie node/UE having the additional
functionality of cluster head (CH). It is assumédttthe management of the resources is centralised
and implemented in the CH providing routing, reseuallocation and power control functionalities
whereby communication flows are exchanged dirdmtiyveen nodes when possible.

In this scenario, the focus is on finding necessagorithms for sharing efficiently the available
channels in the CM-RM portfolio among different stierized mobile ad hoc networks employing
scheduled access protocol and not random access one
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Figure 4-21: Cluster based ad hoc network with star topology

4.3.1 System description

Time-division multiple access (TDMA) communicatioims a time-division duplexing (TDD) mode
using OFDM transmission technique is consideredcéithe nodes inside a cluster share the same
band, both for transmitting and receiving, then itlhees must transmit and receive on separate slots.
The switch from transmitting state to receivingtestean be handled during the guard time which is
present at the beginning of any slot (beacon, nandocess and data). The corresponding TDMA
frame structure is illustrated iffigure4-22 and it is divided into signalling, incumbemtteiction, and
communication phases.

Incumbent
Signalling Detection DATA

R| R

Al A DS DS

S S - En
CH signalling ' Incumbent -
message on Beacon Detection Slots DATA Slots
Slot:

e Resource
allocation map

e Channel ordering

e Measurement
configuration

UE signalling message
on Random Access Slots:
e Resource requests

e Measurement

Figure 4-22: TDMA frame structure with the signalling, incumbent detection, and the
communication phases

4.3.1.1 Signalling phase

The beacon slot is used by the CHs to send CH lfigpnanessage that indicates to the nodes the use
map of the data slots in the communication phase]l serves also for time and frequency
synchronisation purposes. The map allows the mesnlwér the cluster to know on which
time/frequency resources the communication linkssaheduled.

The beacon indicates also information about aviglebannels in the portfolio and sensing directives
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The random access slots (RAS) have three main pesgpo
« the resource allocation requests sent by eachtedttecluster head;

« the network synchronisation messages are transhdtid detected during these slots and are
used for neighbouring discovery and topology cdntro

* the sensing measurement reporting by the nodé®ioGH.
4.3.1.2 Incumbent detection phase

One or several random access slots are dedicaténtumnbent users’ detection on the operating
channel. It is chosen to rather dedicate for thigppse RAS than data slots as signalling messages a
exchanged on each frame, which is not the casetaf protocol data units (PDU). The RAS slots
being much shorter than the data slots, this chpmenits also to preserve the network useful
throughput.

4.3.1.3 Communication phase

In this phase, all transmitting users will commutéc on their allocated time/frequency resources.
Indeed, the multiple access scheme proposed irsditigon is based upon the orthogonal frequency-
division multiple access (OFDMA) which gives a drélaxibility since allocations can be managed
both in time and frequency. It enables to allocsgeeral transmissions (links) in the same slot
compared to only one link with an OFDM scheme. Trhasmission bandwidth is divided into logical
sub channels that correspond to a fixed numbeulatariers. A sub channel is called resource block
(RB) and represents the smallest piece of resdbececan be allocated for a link.

Figure 4-23 represents one frame of the TDMA/OFDMA stroetshowing the different resource
blocks. Each colour corresponds to a dedicated link

>

Frequency

nw>=3

Time

Figure 4-23: Time/frequency representation of a resource block
4.3.1.4 Resources allocation and QoS support

QoS management is performed at link level for gegreer communications. We consider two QoS
classes:

1. best effort (BE) for data (files, images, etc.);
2. real-time (RT) for voice and urgent traffic thaniseded in emergency situations.
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The resource allocation proposed in the QoSMOSeswris split into two stages. The first stage
referred to as demand adaptation (DA) consistgénppocessing the brute demand of the queues by
taking into account the QoS classes, then a remuimer-slot allocation is performed taking as iisput
the list of candidate links elaborated by the DA.

The global allocation process is illustrated inUfay-24. A detailed description is given in [D5.2].
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Figure 4-24: Global resource allocation algorithm
4.3.2 Sensing control

The sensing operation of the cognitive ad hoc ndtvis» monitored by the CH. The sensing control
directives are part of the beacon message. Thesetides are given in terms of the list of avaitabl
channels listed from the best to the worst (chasoging algorithm is given thereafter), and thrgeh
number of measurement to be done on each channel.

Each node performs then the sensing in a distiibatel opportunistic manner in order to best fulfil
the directives of the CH. In doing so, the neetlanfing the CH sending explicit sensing commands to
the nodes is avoided and thus we save signallimghvl@th. Moreover, there is no guaranty that a
network is able to sense all available channelgamit dedicates some slots for sensing on every
channel.

Table4-5 depicts the cluster head signalling messagbe@beacon slot with the sensing directives:

Table 4-5: Cluster head signalling message.

field description

Ch_id cluster head MAC address

Op_channel_id operating channel ID

Res_map_list resource allocation map (slot, RBssseirce, destinations' lisf)
Bu_channel_list list of backup channels sorted ftbebest to the worst
Nb_target_meas. list gztrt?; Itir(;e number of target measurement on eaahrmdl of the

4.3.3 Incumbent user protection

Upon the detection of an incumbent user on the atjpgy channel, the nodes stop immediately
transmitting data. If a node detects the incumipeesence on a given channel then it informs its CH
in its signalling message. The CH marks the chamedre incumbent users are detected as not
available and excludes it from the channel selacpoocess until it is sensed again as free from
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incumbent users. If an incumbent is detected onofterating channel, the CH selects another one
immediately and informs the nodes in its cluster.

4.3.4 Sensing procedure

The sensing operation is done by each node in éih@ank in a distributed and opportunistic way,
driven by sensing directives of the CH.

Indeed, let C={C1,...,Cn} be the list of sorted amdie channels, T={T1,...,Tn} be the list of the
corresponding target number of measurement askéoeb@H, and M={M1,...,Mn} be the number of
corresponding performed measurements. Then, wheoda is not transmitting and has no data to
receive on a given slot, it selects to listen te thannel of the portfolio that maximises the cost
function:

M

Fe)=1-th (@-12)

The measurement process is of moving average Typesliding window size corresponds to the
<Frame n-(W-1)» -4-Frame n-1-p»-4—Frame n—p

B e Yh-1 Yn

E[YIEYn+Yaie +Ynoe 2 +... +Yn_(w_1)e'(w'1)f

frame duration.

Figure 4-25 depicts the measurement process whereepresents the mean value of the measures
performed during frame, Wis the measurement window size, &f&la forgetting factor.

<Frame n-(W-1)» -¢-Frame n-1-p-4—Frame n—p

Yn—(W—1) _______________ Yn—1 Yn

ELYI=Yr+Ynae ™+ Ynoe ™+ +Yn e ™"

Figure 4-25: Measurement process

The UE reports their measurements in their sigmplthessage once per frame using the RA slots.
Table4-6 depicts the UE signalling message.
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Table 4-6: UE signalling message.
field description
Node_id node MAC address
Ch_id MAC address of the corresponding CH
Res_req_list resource requests list (source, ddftirs’ list, queue size, QoS class
Channels_quality_list average received power oh ehannel
Link_quality_list list of quality descriptor of theodes' peer links (Dest_id, SINR)

4.3.5 Channel selection algorithm

The role of the channel selection algorithm (CS#}d provide a list of active channels sorted out
from the best (ranked #1) to the worst, the bebigotaken as the operating channel. The remaining
channels are kept to serve as reserve channeds@tbe operating channel needs to be freed, and ar
selected in the decreasing quality order. The C&¥%kgss is performed at the CHs based on local
measurements by the CH itself and reported measumeimom the UEs

A metric that reflects the channel quality need=ntbo be chosen in order to sort out the available
channels. It is assumed that at a ggiven timeerathhoc network all the links that need to beexbrv
(called “links in operation” in the sequel) arerntifed and for each of them also the corresponding
doublet (data rate demand (queue size), priorithe metric considered here is then the maximum
data rate that the cluster can achieve for thefskatks in operation, and for the highest priorifyhis
metric allows fulfilling the QoS since the highgstority will be served first and the maximum data
rate ensures the efficient use of the radio ressurc

The first approach to select the channel that mizeisnthe above metric is to run the resource
allocation algorithm (RAA) for all the available atnels. This will guarantee that the channels order
will be in accordance with respect to the RAA calitidds. The possible issue with this approachis t
computation complexity since the RAA is rather dadiag, and this method would need to run the
RAA as many times as the number of candidate chsnne

To overcome the issue of the direct approach,liei® proposed to use as metric the weighted sum of
the link capacity (over the set of operating linksnputed using the Shannon capacity as a function
of the SINR and is referred to as WSLA (weightechdink approach). The weight applied to each
link in the metrics computation is the rate demamdmalised by the total rate demand. This
normalisation is for fairness issue between linkhe same priority.

The metric is given as follows

SR, (p)log(1+ SINRY,)
zz Ri,j(p) i=1 j=1 (4-13)

Where SINR;; is the signal to noise-plus- interference ratio tbé link between sourcé and
destinatiory on channet of the portfolio, andR j(p) is the asked rate of the flow demand on this link
having priorityP.

This metric requires little computation effort teetexpense of eventual performance degradation. In
the following, we compute performance results ahbapproaches to evaluate the degradation of the
SLA compared to the RAA.
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Indeed, both approaches have been compared thremghiations. The simulation settings are:
N =10, 20,30 nodes in the cluster, Rayleigh fading, a fixech$rait power and a set of seven
modulation and coding schemes: BPSK 1/2, BPSK QBSK 1/2, QPSK 3/4, QPSK 8/9, QAM-16
3/4 and QAM-16 8/9. The multiple access scheme FDKIA, where the smallest number of
subcarriers that can be allocated per users isl aquh6 among a total of 512. The number of
candidate channels in the portfolio provided by@hé-SM is 15.

Results are reported in Figu4e26 which presents the probability that #agh channel identified by
WSLA is equal to the operating channel (#1) chdsethe RAA for N =10, 20,30. It can be seen
that the WSLA performs well and the performancinigroved as the number of nodes increases. The
probabilities that the two methods choose the sapeeating channel are equal to 0.68, 0.92, 0.99 for
N =10, 20, 30 respectively. This can be explained by the avemifect since the number of
operating links increases with the number of nodésis from the simulations it can be concluded

that, when the number of nodes is large enough (d.& 20), the SLA can be a good alternative to
the RAA by achieving comparable performance awgeloccomputational cost.
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Figure 4-26: Channel selection algorithm performance vs networlsize

In Figure4-27 are compared the results of WSLA to thoseystesnatic sum rate (SSR) maximisation

over all possible links of the networks withoutitakinto account difference between active and non-
active links or rate demand amplitudes. It is obsdrthat WSLA clearly outperforms SSR. Indeed,
SSR is unable to differentiate the channel and sh@mnong them uniformly
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Figure 4-27: Channel selection algorithm performance vs systematsum rate

4.3.6 Channel acquisition protocol

Once the CH has identified the best operating chlatonuse using the channel selection algorithm, it
notifies to the nodes in its cluster to switchtie selected channel.

The change of the operating channel may occur dubé detection of incumbent users or due to
mutual interference caused by co-localised cogmidiet hoc networks sharing all the same portfolio of
available channels. In the two cases, the decisi@Hs to change their operating channels will occu
somehow synchronously in time and will lead to afticting use of the radio channels in the first
case, or will not resolve the conflicting use daf tladio channels in the second one.

In order to reduce the probability of conflictingauof the operating channel among the cognitive ad
hoc networks, the CHs will follow a channel acatinsi protocol described in Figure28.

The protocol is of the family of random access @eots and imposes to each CH that decides to
change its operating channel to wait a random amotinime before the effective change (local
change and notification to the nodes in its clyster

During this random wait (multiple of frame timehet CH keeps updating its measurement about the
available channels (local and remote measuremeantg),calling the channel selection algorithm on

each frame. If the CSA detects that the currentaijpey channel is again the best one then it cancel

the channel change procedure and reset the chahaelye counter, otherwise it decrements the
change counter. Once the counter is zero the ch@angerformed and notified to the nodes in the

cluster.
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Select Channel Algorithm

Current channel isn’t the best Current channel is the best
Generate new Check channel‘s Check channel‘s
channel's change Counter == 0 change counter change counter ¢
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Counten|>C Counter]>C Counter > (

Counter ==

=

Reset channel's change count¢

=

decrement channel‘s change countd

Countenj==0
Counter > C

change channel

Figure 4-28: Channel acquisition protocol.

Figure 4-29 gives an example of the operation of the chhselection and acquisition protocol
(CSAP). We consider two cognitive ad hoc networ®aN) initially operating on the same channel
and not mutually interfering. As soon as the mutinérference is sensed by both networks and
reported to the CHs, the channel selection algorithill detect that the current operating channelds
more the best. Both CHs generate then a randongehawunter. Each time the CSAP is called and
the operating channel is detected as still nobts, the change counter is decreased. In the dgamp
considered here, the change counter of CAN2 redaiségero so that the CH2 decides to change its
channel. This change results then in an interferdree operation of both CANs on their respective
operating channels. Thus CANL1 detects again thathiannel is again the best and cancel its channel
change procedure.
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Figure 4-29: Channel acquisition example
4.3.7 Simulation results

The simulation framework is based on the eventediridiscrete time simulation tool Omnet++ [Var].

The simulation considers complete mobile ad hoevoedt simulation from protocol layer L1 to L7
[MAS10].

4.3.7.1 Incumbent users protection scenario

In this scenario we are interested in the coexigepehaviour of cognitive ad hoc networks and
incumbent networks. one mobile CAN and one fixedumbent network are considered. At the
beginning of the scenario, the CAN uses as opeyatiannel the one of the incumbent network. The
CAN then moves to cross the incumbent network anebto finish at the other side of it.

In both networks, every node has one TX/RX flovirtoh another node in its network. All the flows
have the same throughput and are of best effas @hQoS. Figurd-30 illustrates the scenario.
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Figure 4-30: Incumbent users protection scenario

Figure4-31 shows the achieved sum throughput of eachanktiuring the simulation time.

The physical interference between the two netwdakss approximately 40 seconds from t=30s to
t=70s.

It can be observed that immediately at the begmoiinthe mutual interference the throughput of the
cognitive networks deeply decreases, while the unput of the incumbent network remains
unchanged. The decrease is due to the fact ttadaasas the nodes of the CAN sense the presence of
the incumbent users they stop transmitting datadinterfere the incumbent network. The CAN
changes then the operating channel and restorelathdransfers. The CAN takes approximately three
seconds only to change the operating channel amdtti@ve the same level of data throughput as
before the detection of the incumbent network.
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Figure 4-31: Sum rate of incumbent and cognitive networks
4.3.7.2 Co-localised cognitive ad hoc networks scenario

Let us focus on now the coexistence behaviour esahcognitive ad hoc networks and two mobile

CANs are therefore considered. At the beginninghef scenario the CANs use the same operating
channel. The CANs then moves toward each otheeaadange their initial position at the end of the

scenario.

In both networks, every node has one TX/RX flowirtoh another node in its network. All the flows
have the same throughput and are of best eff®s dbdQoS. Figurd-32 illustrates the scenario.
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Figure 4-32: Co-localised cognitive ad hoc networks sceriar
Figure4-33 depicts the achieved sum throughput of eathank during the simulation time.
The physical interference between the two netwdakss approximately 40 seconds from t=30s to
t=70s.

It can be again observed that immediately at tlggnipéng of the mutual interference, the throughput
of both networks decreases, but slightly this tiazethe CANs do not stop transmitting data. The
decrease is due to interference and to operatirmpred change but last only four seconds
approximately.
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Figure 4-33: Sum rate of co-localised cognitive networks
4.3.7.3 Channel portfolio size impact scenario

In this scenario, the impact of the channels pbeotfsize on the performances of cognitive ad hoc
networks has been investigated. Now, are considiEn@d CANs in a rectangular area where each
CAN exchanges its initial position with the CAN its opposite diagonal of the rectangle. All CAN
uses initially the same operating channel and ctiosssame region in the centre of the rectangular
during their movements.

In the four networks, every node has one TX/RX flmifrom another node in its network. All the
flows have the same throughput and are of bestteffass of QoS. Figurd-34 illustrates the
scenario.
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Figure 4-34: Channel portfolio size impact scenario
Simulations are run considering two, four, anddiannels in the portfolio.

Figure 4-35 shows the achieved throughput where only thenoels are available for the CANSs. It
can be then observed that again, all CANs reacteidiately at the beginning of the interference phase
and try to change their operating channels cauairglight decreases of throughput that last few
seconds (5s from t=30 s to t=35s). The decremguainly due to channel change rather than to
physical interference. Unfortunately, these changes not sufficient and the mutual interferences
keep increasing, causing this time continuous charfighe operating channels by the CANs as no CH
is able to find a dedicated (interference free)rapeg channel. This conflict is not resolved uthié
end of the interference phase.
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Figure 4-35: Sum rate of co-localised cognitive networkgortfolio of two channels

Figure4-36 depicts the achieved throughput where founolks are available for the 4 CANs. Here it
is observed that the CANs react rapidly and adsgnselves to the interference situation by selgctin
each a separate operating channel in only fournsiscafter the beginning of the interference phase.

Time in seconds

9@ 100

This result is similar to those of the co-localisge@ANs scenario of section 4.3.7.2.

Figure 4-36: Sum rate of co-localised cognitive networkgortfolio of four channels.
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Figure 4-37 shows the achieved throughput where six chHanaege available for the CANSs.

Surprisingly, the CANs undergo two throughput desee phases and not only one, each of
approximately four seconds, the first starting agaimediately at the beginning of the interference

phase.
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Figure 4-37: Sum rate of co-localised cognitive networkgortfolio of six channels.

To confirm this behaviour, Figur#-38 is considered, where the performance of CANgisg eight
channels in the portfolio is shown. Here againsitobserved that not only the two throughput’s
decrease regions, but also a slight amplificatibthese decreases. Thus, the richness of the channe
portfolio has a negative impact on the performasfdbe CANSs.

This can be explained as follows: during the chhrmsedection and change procedure, temporary
conflicts may occur in the channel acquisition ghas explained in section 4.3.6.

Thus, at the end of the first throughput decreasgon, the CANs have all selected a separate
operating channel after some eventual temporarlisiorls. As the portfolio size increases, the

channel acquisition conflict probability decreabes also the probability that a given channel is no

selected. The no initially selected channels aem thetter evaluated by the CHs who have by any
chance undergo a collision in their past channetpuigition procedure. Nevertheless, the channel
change procedure is not free of collision whichlaxys the second throughput decrease region.

Hopefully, not all CAN are concerned by the secdadrease region as also the probability for a given
CAN to select a channel which is not selected kg dthers increase as the channel portfolio size
increases. This phenomenon is observed in thetMastfigures (Figure4-37, Figure4-38) as only
CAN3 and CAN4 are concerned with the second thrpugtecrease phase.
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Figure 4-38: Sum rate of co-localised cognitive networkgortfolio of eight channels.
4.3.7.4 QoS support scenario

In this section the focus in on measuring how thesgnitive ad hoc networks may support QoS
traffic, and also how the presence of CANs doeglegtade the QoS of incumbent networks.

Therefore, it is considered the scenario of secigh7.1 where a CAN crosses the area of a fixed
incumbent network. We suppose now that each no@acdh network is the source/destination of one
best effort flow and one real-time flow to/from dimer node.

Figure 4-39 and Figuret-40 show respectively the achieved sum rate of &fart traffic and real
time traffic. As expected, both type of traffic the incumbent network are not impacted by the
presence of the cognitive network.
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Figure 4-39: Incumbent protection: sum rate of best effortraffic in incumbent and cognitive
networks.
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Figure 4-40: Incumbent protection: sum rate of real time taffic in incumbent and cognitive
networks.

In Figure4-41 is plotted the sum rate achieved by the cognitetwork for each type of traffic. It is
observed that both traffics undergo a deep decrédaseg channel change as cognitive nodes stop
data transfers immediately after the detectionnoluimbent users on their operating channel. QoS
support in this case in the cognitive network igeqdifficult due to the presence of incumbent gser
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Figure 4-41: Incumbent protection: sum rate cognitive netwrk.

Then the scenario of section 4.3.7.2 of temporasyocalised cognitive ad hoc networks is
considered, and the same traffic hypotheses asopidy are taken. In Figuré-42 and Figurd-43
are plotted respectively the sum rate of each tfgeaffic in the first and second CANSs.

It is again observed that the two networks undexgbroughput decrease phase, but relatively less
severe than in the case where incumbent usersrasergs. Moreover, RT flows seems to be less
impacted than BE ones.
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Figure 4-42: Co-localised CANs: sum rate of network #1.
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5 Conclusions

The scope of this chapter is two-fold. From onedhah provides concluding words on the work
presented in this report, but putting the matentd the overall framework laid down for the resdar
methodology in WP5 [D5.1] and implemented by the WBks. On the other hand, it provides an
overview of those results not reported in this fubdport, but presented either in the other retstd
deliverables produced by WP5, or published in QoS\M@pers not cited in the present report.

5.1 Framework and cognitive manager for QoS and mobily support

In order to respond to the goals set, the resaar®tP5 is split into the elements treated in tmsl a
the following sections.

5.1.1 Framework and requirements

The first deliverable [D5.1] presents the researdihodology set for the work to be done in WP5.
The first step is the preparation of a frameworlstpport and facilitate the required functionatitie
consisting in support of QoS in presence of incumhtzppearance (spectrum mobility) and mobile
terminals (physical mobility). Correspondingly, tregjuirements relevant to WP5 identified in [D5.1]
and revised in [D5.2] [ManEtal2011] are dividedonQoS optimisation mobility supportand
incumbent protectianThis work also contributed to the corresponding done at system level and
presented in [D1.4]. Stemming from these pre-retgssthe QoS and mobility functions are defined
in [D5.1] and include access control, resourcecalion and mobility management, as well as
cognition and adaptation layer. Those are furthscu$sed in [D5.2] with reference to the six
QoSMOS scenarios initially identifiédn [D1.2] [MacEtal2011]. The deliverable [D5.2kalincludes

a detailed discussion of the WP5 framework considethe end-to-end QoS with corresponding
involved actors.

5.1.2 Cognitive manager for resource management and topoagical issues

The identified functionalities are rationalisedanthe internal functional blocks of the cognitive
manager for resource management. The high-levetifumal blocks of the CM-RM are outlined in
[D5.1]. Its evolution is tracked by an intermediatersion presented in [ManEtal2011] and further
detailed in [D5.2]. The architecture comprisessesn here in [D5.3], a resource control (RC) and a
resource use (RU) group, including access congsdburce allocation, mobility control and network
domain cognition at one side and resource conuppsrt, resource exploitation and terminating
domain internal blocks at the other side. The fiometi block groups are needed to ensure the
flexibility of the system with the aid of the topglical domains described in [CelEtal2011].A dethile
description of the aforementioned internal functioblocks as well as of the external and internal
interfaces in their final version is given hergDb.3], while a light description of those is pudiled

in [LevEtal2012].

Some basic issues concerning context acquisitiodndaaision-making are approached in [D5.1]. The
interaction of CM-RM with the CM-SM, the cognitiveanager for spectrum management, which is a
form of context acquisition and exchange, is adsiddirst in [D5.2] and further developed here in

[D5.3], with some highlights provided with [CelE28111].

The QoSMOS scenarios identified by WP1 [D1.2] [MedE011] have been discussed within WP2 to
identify the corresponding architecture options .f})2[D2.3]. The options for resource control
topologies (centralised/distributed), together vathhitectural views considering topological donsain
[CelEtal2011], protocol layer, and plane (data/odlifinanagement) views are presented in [D5.2].
Topological issues are also discussed in [LevELRPOThis is reflected in the approach followed for

7 The target scenarios have finally stabilised seizof three, after a business analysis [LehEt&R01
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the mechanism to support mobility and manage Qo$h# solutions presented in the present report
[D5.3] and throughout the project. An important &d the operations of the CM-RM as for all the
remaining blocks of the QoSMOS system is the adaptdayer (AL) described in [D2.3] [D5.1]
[D5.2] and outlined in [CelEtal2011].

5.2 Studies and solutions for the selected scenarios

Solutions to attain the set goals are presentedlfehe QoSMOS target scenarios. The illustratbn
the corresponding operations such as context dtignisnetwork set-up and reconfiguration, service
establishment and management, resource allocatistical mobility management and eviction, also
making use of message sequence charts, startedViAgin [D5.2] and at project level with [D2.2].
Some examples are published in [ManEtal2011] [Gd#Btl 1] and [LevEtal2012].

5.2.1 Performance assessment

The metrics for evaluation of the performance & slolutions developed within WP2 are introduced
in [D5.2]. Analysis of relevant medium access con{tMAC) protocols is provided by use of a
Markov chain model in [D5.2] and by simulations [ID5.3] with insights on protocol parameter
setting. A Markov chain model is used also to ass$kee QoS of both incumbent and opportunistic
users in presence of inaccurate spectrum sensihg. dnalysis concerning performance and
complexity of the AL is provided here in [D5.3] @annumber of aspects with a focus on QoS and
mobility management, facilitated by the AL providiseamless connectivity between and enabling the
system to react faster to changes in topology,divgiannoying issues like a service dropping or a
notable reduction in the signal.

5.2.2 Cellular extension in the whitespace

Spectrum mobility for the scenario of cellular exg®mn in the whitespace is discussed in
[LevEtal2012]. In this [D5.3], are explored accesstrol options for an opportunistic cellular netlvo

to prevent network congestion while preserving @& of the accepted connections and protecting
the incumbent operations. A new algorithm has h@@posed, adding cognitive capabilities to the
access control of a LTE cellular network in ordeenable its operations in the TVWS band by using
opportunistic radio resources. Its design has lmEstribed as well as the method for assessing its
benefits. Then, simulation results have been pexlighich lead to the following conclusions.

The study has demonstrated that the incumbent dppahas a major impact on the system
performance (this has been highlighted with conoecblocking rate and connection dropping rate
observation), both on the QoS and mobility aspdttbas proved the benefits of the solution by
reducing/cancelling the observed impacts. It hahlighted the advantage to predict the incumbent
apparition, even if the window size for taking hr@ventive actions is short: the algorithm is able
adapt to this situation. At last, it has shown tuality of experience for accessing to the seridce
preserved in comparison to conventional networks.

5.2.3 Cognitive femtocells

A basic overview of femtocells, with their backgnouand history and potentials, is provided by
[Zah2012]. Interference management is crucial suecessful deployment, and [Zah2012] shows that
cognitive radio technologies can facilitate selfrmgement of femtocell networks. This problem is
addressed in more detail in [Zah2011] and in [DBy8proposing a downlink power control algorithm
that gradually reduces the downlink transmit powemreact to the knowledge about interference
caused to a macrocell. Resource management forgaitime femtocell scenario is presented in
[LevEtal2012]. [GuoMo0e2012] proposes an optimal Gupport policy for joint admission control,
eviction control and bandwidth adaptation at a dbgn base station, to reduce the blocking and
dropping probability of the cognitive users.
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5.2.4 Cognitive ad hoc networks

A distributed power control (DPC) algorithm for cotive ad hoc networks is initially outlined in
[D5.1] and refined in [D5.2] [ManEtal2011] with sirdation results. Cognitive DPC algorithms
presented in [DurEtal2010] and further analysed[DurEtal2011b], exploit the radio context
information to identify a suitable power contralagegy for protecting the incumbent whilst satisfyi
QoS of opportunistic users under a worst case aisalAn analysis of the effects of a time-variant
channel and user mobility on the performance ohsrtensmit power control schemes in terms of QoS
of both incumbent and opportunistic users is predithy [DurEtal2011a] [DurEtal2012DurEtal2012]
together with algorithms coping with those whilsjoint rate and power optimisation algorithm is
presented in [RajEtal2010].Resource allocation ratlgms for cognitive ad hoc networks are further
discussed in [D5.2],], with an eye to the undedyphysical layer and analysed by simulations here i
[LevEtal2012] and in [D5.3], which shows that rél& transmission is possible even when radio
resources are intermittent due to incumbent pretiemp The adaptive scheduler and admission
control protocols [YuEtal2010] reported in [D3.4kasuitable to distributed MAC and evaluated by
simulation for an IEEE802.11e network, while [YuR@l1l] focuses on the reliable exchange of
sensing information to serve a distributed admissiantrol.
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