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1 INTRODUCTION 

1.1 Objectives 

The study in WPR.9 is focused on the development and evaluation of advanced Radio Resource 
Management (RRM) and spectrum management techniques for wireless communications systems in 
heterogeneous scenarios. In such scenarios different access techniques co-exist, so by a joint use of the 
available resources significant gains and a more efficient use of the spectrum can be achieved. 
Moreover, the developed strategies may be improved by introduction of cognitive network 
functionalities to provide the ability to adapt to changing conditions 

The main idea of this deliverable, entitled “Definition and evaluation of JRRM and ASM algorithms” 
is to address the different aspects of RRM, JRRM and ASM by describing selected algorithms and 
their evaluation. Although the analysis can be performed without considering applications and end use 
situations, the RRM and ASM algorithms and strategies in heterogeneous networks depend on 
particular systems. Therefore, this deliverable offers the perspective of considering specific systems or 
technologies, by presenting various models and algorithms in different use cases. 

The following chapters present the main areas of investigation and outline the results achieved in year 
two of study within the framework of WPR.9. 

1.2 Document structure 

This document is organised as follows: following this introductory chapter, two main chapters present 
the results of work within WPR.9 during the second year of study: 

• Chapter 2 deals with RRM and JRRM algorithms at different levels, comprising the work of 
working groups WG1, WG2 and WG3 in three subsections respectively: 

o The JRRM algorithms and their evaluation in heterogeneous networks is of scope in 
Section 2.2, with the main focus on the multicell multicarrier power optimisation, and 
vertical hand-over (VHO) 

o Section 2.3 deals with the resource allocation problem in a cellular OFDMA system, 
with the analysis both on single-cell and multi-cell level. 

o In Section 2.4 game theory is applied for optimization of the RRM in cognitive radio. 
Two different techniques have been considered: the taxation of resources and the 
resource bandwidth limiting with successive interference cancellation. 

• Chapter 3 presents the outcomes of investigation within working groups WG4 and WG5 in the 
advanced spectrum management field. The results and proposed algorithms are given in two 
subsections: 

o Section 3.2 describes the results of the measurement campaign to detect spectrum 
availability, with the aim to establish spatial and temporal usage patterns from primary 
users in different licensed bands. 

o In Section 3.3 a machine learning based strategy has been proposed for dynamic 
spectrum assignment (DSA). 

Finally, in chapter 4 the main conclusions and the summary of integration activities within WPR.9 are 
outlined. 
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2 RRM AND JRRM ALGORITHMS AND THEIR EVALUATION 

2.1 Introduction 

Radio resource management (RRM) is the system level control of co-channel interference and other 
radio transmission characteristics in wireless communication systems, for example cellular networks, 
wireless networks and broadcasting systems. As the number of wireless systems and standards 
constantly increases, the need for efficient usage of the limited existing radio resources calls for the 
deployment of new strategies and revolutionary visions. Centralized or distributed strategies that 
control the level of multiple access interference (MAI) are expected to deliver enormous gains in 
terms of spectral and power efficiency. In the remainder of this section we will mainly focus on two 
possible RRM scenarios: a) the cellular scenario, where there is one or more base stations that control 
the access to the radio channels and b) the decentralized scenario. The former case will be studied 
assuming that there is one or more controllers knowing the transmission parameters of all the 
terminals they manages and RRM will be addressed mainly by employing mathematical optimization 
tools. The latter case will be analyzed assuming the lack of centralized information and the 
impossibility of exchanging signaling messages between the transmitters and will be the studied 
following a game theory approach. 

Moreover, the constant development of new radio access technologies drives the research towards 
strategies that are able to integrate the functionalities of the different systems, which are often 
complementary in terms of data rate and coverage. This is the goal of efficient Joint Radio Resource 
Management (JRRM), which executes high level decisions and implements management policies, and 
can support advanced auto-tuning solutions. Beyond-3G system will integrate a network of  
heterogeneous systems to offer an increasing range of services. While the task of RRM is solving the 
problem of how allocating radio resources among users, dealing with the dissimilarities and 
complementarities of the multiple RATs from a joint perspective is the task of JRRM. In the next 
Section, we will present a JRRM simulator expressly designed to test different JRRM strategies and 
execute offline optimisation. 

2.2 JRRM Strategies and Algorithms 

2.2.1 Multicellular Multi-Carrier Power Optimisation Model  
In this section it is provided a multicellular multi-carrier optimisation model (MMOM) overview. 
Besides other features, this model is capable to produce the transmitted power distribution 
characterisations for 5 regions/zones across cell. This model can be used to optimise power 
distribution in OFDM based base stations (BSs), such WLANS or WiMAX. 

It is assumed that a train station platform is composed of Ncells squarely cells that share the whole 
available spectrum, i.e., the frequency reuse is equal to one. In each cell there is a base station and K 
users. The BS assigns them a subset of the radio channels. 

Assuming also that the modulation technique is multi-carrier and the multiple access scheme is 
OFDMA, then the system bandwidth is partitioned into orthogonal subcarriers and each user is 
assigned a different subset of subcarriers. To perform resource allocation, the BS needs to know 
channel gains and interference levels on all subcarriers for all users in the cell. To reduce allocation 
complexity, sets of adjacent subcarriers are grouped into subchannels. As long as the bandwidth 
spanned by a subchannel is smaller than the channel coherence bandwidth, the channel spectrum can 
be approximated as flat in the subchannel. Thus, one can assume that the choice of performing 
resource allocation on subchannels rather than on single subcarriers causes almost no loss in diversity: 
power remains constant and coding is done across the tones in each subchannel. Channel assignment is 
orthogonal within a cell: each subchannel can be assigned to one (and only one) user within a cell. 
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Let k be a generic user belonging to the cell i. The received signal-to-interference-plus-noise ratio 
(SINR) for user k on subchannel n is given by 

 

2( ) ( ) ( )
, ,( )

, ( )
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i i i
n k n k ni

k n i
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Model main settings (based on the train station scenario) are as follows: 

• Ncells = 5 
• Number of users K = 4 
• Total available bandwidth B = 20 MHz @ f0 = 5 GHz  
• Number of subcarriers N = 16 
• Radius of each cell R = 50 m 
• Path loss model: L = d^(PL)*(λ/(4π))^-2, where d is the distance between the user and the center of 

the cell, PL = 4 is the path loss exponent, λ = c/f0. 
• Rms delay spread of the multipath channel σt = 1 μs 
• Target rate per subcarrier Rtarget = 1.25 Mbit/s 

Further details about this model can be found in [1]. 

2.2.2 Reference Scenario 
The reference scenario used in this work is the Train Station Scenario described in NEWCOM++ 
WPR9 - DR.9.1 [2]. This scenario is challenging since it enables studies on a hot spot area where users 
start by being static, and then are allowed to move crossing different cellular RAN layers/coverage 
areas. Thus, this scenario is capable to trigger several Joint Radio Resource Management (JRRM) 
mechanisms. 

The train station scenario is characterised by the following parameters: 

• Users mobility: static; 
• Users’ distribution: randomly uniform distributed; 
• Train Station size platform: 200x20m; 
• The number of users waiting in the station platform depends on the sub-scenario variation; 

Table 2.1 – Number of BSs in the train station scenario 

RANs #BSs Radius [m]

R99 1 400 

R5 1 300 

WLAN 5    50 

WiMAX 1 20x200 
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In Table 2.1 the number of BSs located in the train station is defined. UMTS R99 and R5 BSs are 
located at the station platform centre. However, WLAN APs are distributed in a line along the station 
platform, like the example presented in Figure 2.1. 

 

Figure 2.1 – Train Station APs’ (WLANs) distribution with random users attached 

For system level simulations a set of services is defined and described briefly in Table 2.2. 

Table 2.2 – Set of services 

Service Penetration [%] Service Duration or Volume  

Voice 56   60 s 

Video   4   60 s 

Streaming (WiMax)   8   90 s 

FTP (WiMAX)   6 Statistics according to [3]. 

WSN (WiMAX) 7 coords+200 nodes 250 kibt/s (average) 

e-mail 10 300kB 

WWW 12 180kB 

 

The expected outputs are as follows: 

• BSs downlink Transmitted power characterisation – is a set of PDFs that characterise several 
regions across BS area, these PDFs results are based on a multicellular multi-carrier power 
optimisation described in section 3 of this report; 

• JRRM Delay – is the expected average delay, for each packet at MAC layer, that users will 
experience due to radio resource availability; 

• JRRM Throughput – is the instantaneous bit rate produced by active users/services; 
• JRRM Blocking Probability – is the expected probability that a user can experience when JRRM is 

present; 
• Number of VHOs – is the number of VHOs that was processed by the JRRM entity in the 

simulation, in a given time frame (e.g., one hour). This is very dependent on mobility and traffic 
overload conditions; 

• PSNR for video users – is the Peak-Signal-to-Noise Ratio, which is a metric usually utilized to 
evaluate performance of video traffic; 

• The number, on average, of active users per service. 
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2.2.3 Simulation Results 

2.2.3.1 Train Station 

In this section main results are presented, mainly the ones associated to transmitted power 
distributions, being them useful to system level simulation tools.  

Figure 2.2 represents an example (Zone 1) on how BS individual cell area can be characterised, this 
figure show a cell area histogram and associated PDF. Note that these Zones have the same area in the 
cell. Therefore, each zone have different radius as showed by Table 2.3. 

The PDFs summary is presented in Table 2.3, where each cell zone is fully characterised. The BS 
distance interval was selected to ensure that the bounded areas have the same geographical area, thus 
ensures that on average the number of users inside are equal (since users are uniformly distributed). 
Observing these results it is possible to conclude that the average power will increase from zone 1 to 
zone 5, not only due to distance, but also due to interference, caused mainly by the frequency reuse 
pattern, which this model aims to minimise. 

At system level and in the simulation tool, the previous functions were implemented in order to 
provide new and more realistic values for the WLANs (when single frequency scenario for all APs is 
used), on the radio channel power characterisation. Originally the JRRM tool uses a propagation path 
loss model and an Interference Model (IM), now with the use of the set of functions reported in Table 
2.3, it is possible to generate power for each cell zone (5 distance intervals) considering single 
frequency planning (frequency reuse pattern equal to 1) and consequent interference and packet 
scheduler optimisation that minimises interference by minimising power at each sub-carrier 
transmitted to MTs. 

 

Power Zone 1 [w]  

Figure 2.2 – Example of OFDMA power distribution histogram (Zone 1 d<22) 

For assessing the impact of this model on JRRM performance, the “original” WLAN interference 
model was used on the train scenario. This model is based on measurements made on buildings, like 
shopping centres, including all sources of interference at 2.4GHz. The IM model is characterised by a 
Normal PDF, having mean μ=-100 and variance σ2=10. Thus, using these arguments in a Normal 
variable random generator function it is possible to obtain a random interference ranging around -
100dBm. Note that for this model case a multi frequency planning is assumed. In the MMOM case, it 
is assumed the existence of single frequency planning (for WLANs) and, intrinsically includes inter 
cell interference, thus power distributions for each cell zone do not requires extra interference 
computation.  
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Table 2.3 – PDFs summary for the train scenario 

Zone 
BS distance d, 

interval [m] 
Function Parameters 

1 d ≤22 (-9.07; 1.86) 

2 22≤ d <31 (-7.07; 0.6) 

3 31≤ d <38 (-6.21; 0.45) 

4 38≤ d <44 (-5.68; 0.39) 

5 44≤ d <50 

Lognormal (μ; σ)

(-5.25; 0.35) 

 

Three different traffic loads were generated, named LT, MT, HT, meaning Low, Medium and High 
Traffic respectively. In Table 2.4, it is possible to observe that the number of active users per service 
using both models do not differ significantly, however, JRRM (horizontal and vertical) handovers, 
JRRM Delay and JRRM Throughput have some relevant differences. One can highlight the JRRM 
delay that presents differences by two orders of magnitude. This JRRM Delay, which mainly comes 
from WLANs’ group, confirms the intrinsic differences of both WLAN radio channel models and 
associated considerations.  

Table 2.4 – Results of WLAN channels’ models impact on JRRM performance 

Model 
Traffic 

Load 
Block Delay [ms] #VHO #HHO

#Active

Users 
#SPEECH #WWW #VIDEO #EMAIL

LT 0.0    0.15    0    5 39.5 29.9 3.8 2.3 3.6 

MT 2.3    0.20    0    0 50.6 37.9 4.0 4.4 4.2 IM 

HT 9.4    0.28    0    0 55.4 40.8 6.7 3.1 4.8 

LT 0.0 24.47 16 53 39.7 30.7 3.7 2.1 3.2 

MT 5.8 54.71 37 86 51.9 38.6 5.7 3.1 4.4 MMOM 

HT 6.0 62.34 31 81 57.4 42.7 6.6 3.0 5.1 

 

The JRRM throughput in the train station scenario using the IM model was on average 249 Mbps and 
using the MMOM was about 223 Mbps. This difference is again associated to both models, which 
means that WLANs’ access was less efficient using MMOM, having also a negative impact on the 
JRRM delay. Nevertheless, JRRM delay is acceptable since it is under tens of milliseconds delay, 
assuming the presence of WLAN-OFDM based on single frequency reuse planning. 

2.2.3.2 Traffic Transmission over WiMAX 

In this Section some results related to the traffic transmission occurring over the WiMAX system 
imagined to operate in the train scenario are reported. 

In fact it is assumed that a WiMAX system is covering the train station area in overlap with the other 
systems cited above. According to the JRRM strategy implemented, all the video streams, together 
with the FTP traffic, is directly transmitted through the WiMAX system. Nevertheless, it is assumed 
that in the area a certain number of IEEE 802.15.4 devices and relevant coordinators are deployed for 
sensing purpose. Since 802.15.4 devices are energy-constrained, in order to reduce the transmitted 
power to be used, it is assumed that these sensing nodes do not transmit their data directly to the 
WiMAX base station, which could be not accessible due to distance, but rather they transmit to some 
special nodes deployed on purpose, namely 802.15.4 coordinators. In particular, each sensor node is 
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connected to the closest coordinator, and the set of 802.15.4 nodes connected to a certain coordinator 
compete to send their data according to the Carrier Sensing Multiple Access with Collision Avoidance 
(CSMA/CA) protocol. Then, the data gathered by coordinators are stored in buffers, until they are 
selected for transmission by the base station. In fact, the base station performs a centralized scheduling 
of video streams, FTP data and sensing traffic coming from 802.15.4 coordinators, by considering the 
application supported and the relevant characteristics (e.g., delay sensitiveness, channel state). In the 
following results related to the case of 8 video streams, 6 FTP users, and 7 802.15.4 coordinators 
gathering data from 200 802.15.4 sensors are reported. 

In Figure 2.3 it is reported the Cumulative Distribution Function (CDF) of the outage rate perceived 
by video users. In particular outage rate is defined as the number of frames over which the PSNR 
measured by each video user is under a certain threshold considered as satisfactory, divided by the 
total number of transmitted video frames. It can be noticed that 70% video users perceive outage rate 
smaller than 10%, which can be considered as satisfactory usually. 

 

Figure 2.3 – CDF of Video Users' Outage Rate 

 

Figure 2.4 – CDF of Packet Error Rate for 802.15.4 Traffic 

In Figure 2.4 the CDF of Packet Error Rate (PER) for FTP traffic is reported, where PER is defined as 
the ratio of the number of erroneous transmitted packets over the total number of transmitted FTP 
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packets. In this case performance is excellent. In particular, in this case it is reported also the amount 
of losses due to the link between 802.15.4 nodes and coordinators, which are assumed to happen only 
due to CSMA/CA (so, errorless channel), and the link between the coordinators (which can be 
considered as nodes of level 2 in a hierarchical network) and the WiMAX base station. In this case 
losses are assumed to occur due to channel fluctuations. Then, it is clear that total loss derives by both 
CSMA/CA and the link between coordinators and BS. It could be noticed that here packets are the 
amount of bits generated by each sensor node, which is 200 bit at a bit rate equal to 250 kbit/s. 

Finally, in Table 2.5 it is reported the Block Error Rate (BLER) computed for each 802.15.4 
coordinator, which is defined as the number of erroneous transmitted transport blocks divided by the 
total number of transmitted transport blocks. In this case, blocks are defined as the amount of bits 
coming from a certain source transmitted in a certain time frame. Hence, blocks are usually larger than 
packets for sensor nodes. Also in this case it can be noticed that performance are excellent. 

Table 2.5 – 802.15.4 coordinators' BLER 

Coordinator index BLER 

1 0.000882 

2 0.001951 

3 0.000232 

4 0.000312 

5 0.000000 

6 0.001326 

7 0.000000 

 

2.2.4 Heterogeneous Networks VHO Model  
When scanning literature concerning VHOs, it is not frequent to find simple analytical models capable 
of extracting the main characteristics of a VHO process. For example in [4], [5], [6] and [7] relatively 
complex models are used to optimise and trigger VHOs, based on radio signal levels among others. 
However, a simple model that depends on geographical considerations is very useful to assess JRRM 
performance; based on simple considerations, the impact of several parameters (at user and network 
levels), on the JRRM QoS performance can be evaluated. The model proposed in this section is 
capable of extracting cellular Horizontal Handover (HHO) parameters; however, it is mainly devoted 
to VHOs. 

Using a HHO analytical model as starting point, where user’s cell crossing probabilities, crossing 
rates, drops, blocking can be evaluated, [7], this proposed model assumes that a given RAN cluster 
type, Figure 2.6, can be modelled as a single cell (using cellular HHO characteristics). This approach 
enables the use of the previous model mechanism to extract some VHOs assumptions and theoretical 
results. This means that users’ previous transitions between cells borders of a given RAN are now 
translated to transitions between RANs borders (cluster based). This model is based on the traffic 
generation and on the heterogeneous network overall capacity. Thus, it is required to start defining the 
number of active users, including the use of multiple services. In the model the following conditions 
are assumed: network stability, infinite population, uniform users’ distribution in the area, Poisson and 
exponential distributions for service session arrival and duration processes, respectively. 

The proposed theoretical model is defined by the following mechanism.  
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The number of active users NAU, is the sum of voice and video users NAU-s and data users NAU-Da as 
follows: 

 AU AU s AU DaN N N− −= +   (2.3) 

where NAU-s is defined by, 

 [ ] [ ] ( )1λ τ− = ⋅ ⋅ ⋅ ⋅ −session/s s/sessionAU s s s CovU Sps BeN N P P   (2.4) 

and,  

• λs is the service/session s, arrival rate; 
• τs is the service/session duration for the service s; 
• NCovU is the number of coverage users; 
• PSps is the service s, penetration probability; 
• PBe is the expected JRRM blocking probability. 

and NAU-Da is defined by: 

 [ ]
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where DVs is the data volume for a given service s, τCe is expected JRRM overall delay and Rbs is the 
average bit rate per service. Assuming one service per user, then the user bit rate is RbU=Rbs. 

The total JRRM average bit rate, Rbt, is defined according to, 

 [ ] [ ]
1

bps bps
U=1

AUN

t U
AU

Rb Rb
N

= ∑  (2.6) 

Taking the service area, Sa, then the active users density ρAU is as follows: 

 -2km
AU

AU
a

N
S

ρ ⎡ ⎤⎣ ⎦
=  (2.7) 

Knowing the number of active users and the JRRM average bit rate per user, then for a given time 
interval, Δt, it is possible to compute the total generated traffic TAN, for one hour period: 

 [ ] 8Bytes/hour
t

AN AU
RbT N t= ⋅ ⋅Δ  (2.8) 

Finally the total traffic density TρN, also for a given period, Δt, is given by: 

 
8

2Bytes/hour/km
t

N AU
RbT tρ ρ⎡ ⎤⎣ ⎦

= ⋅ ⋅Δ  (2.9) 

The amount of traffic allocated to each type of RAN r, TρN,r, is a percentage of total traffic density that 
will be initially transported/attributed to each RAN, this percentage is being defined by PInit,r.  

 [ ] [ ] [ ]ρ ρ ⎡ ⎤⎣ ⎦
= ⋅ ⋅ +2, , %Bytes/hour Bytes/hourkmN r Init r N r tT P T S V  (2. 10) 

where Sr represents the area occupied by a given RAN type r, and Vt represents the traffic that 
comes/goes from/to other RANs by the VHO mechanism. Vt is defined based on the percentage 
applied to a given RAN traffic that by the VHO process will move traffic among RANs. Vt is 
described as follows: 
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 [ ] ρ= ⋅ ,Bytes/hourt VHO N rV P T  (2.11) 

Naturally, when PVHO is different from 0, then the destination RAN should add traffic in the same 
amount than other traffic source RAN should decrease. PVHO can be negative or positive depending on 
the VHO traffic flux management policy.  

Note that PInit,r is conservative, thus is constrained by the following condition: 

 
1

100
=

= ∑ ,%
RANN

Init r
r
P  (2.12) 

TρN, is very useful since heterogeneous network capacity can be computed also based on network 
resources per area, then the overall network capacity density TCN, is computed according to, 
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where TCN,r is the network capacity of each RAN type r defined as follows: 
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where Cbs,r is the RAN r BS capacity and Covbs,r is the BS coverage area. 

After capturing the traffic generated by users and the network capacity, it is important to establish a 
link to JRRM QoS parameters. However, an analytical model to capture the overall heterogeneous 
network performance at JRRM level is not straightforward, since the intermediate steps are complex 
and usually obtainable only by simulation approaches. Nevertheless, a simplistic approach to this 
problem needs to capture the relation between traffic generation and network capacity, similar to an 
Erlang-B model relation. Using this model/ratio, it is possible to roughly predict the network blocking 
probability. To compute this relation, a shape correction parameter Bα was defined to obtain the JRRM 
blocking probability (matching or following Erlang’s traffic tables), PB, taking as input the users’ 
multi-service traffic generation density TρN, over the heterogeneous traffic capacity density, TCN. 

 [ ]

2

α
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N

B
CN

TP B
T   (2.15) 

For computing PB, based on TρN/TCN., it was required a non linear correction parameter Bα. This 
parameter is needed to introduce the traffic channels efficiency effect. Thus, PB follows the Erlang–B 
model trend, Figure 2.5 a). 

For computing the JRRM delay τCd, Figure 2.5 b), based on TρN/TCN, a similar approach was taken, 
thus, a non linear correction parameter Dα, was also defined. 

 [ ]
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α
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T D
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 (2.16) 
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Figure 2.5 – Blocking probability and delay as function of traffic generation density and network capacity 
density ratio 

In Table 2.6, both Bα and Dα values are defined. These were obtained by curve fitting by minimizing 
the error with Erlang-B curves. 

Table 2.6 – Shape values for Bα and Dα 

TρN/TCN ≤0.3 0.3<   ≤0.55 0.55<   ≤0.85 0.85<

Bα 0.1 0.2 0.25 0.3 

TρN/TCN ≤0.4 0.4<   ≤0.7 0.7< 

Dα 0.3 1 1.3 
NA 

 

Generally for each individual RAN r, it is also possible to compute blocking probability and delay, 
which are based on each RAN traffic. The multi-service generated traffic density TρN,r and RAN 
capacity density TCN,r, are used to compute PB,r and τd,r, according to the following:  
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Based on the previous assumptions and parameters, it is possible to produce several other output 
parameters by computing and/or combining with other interesting parameters/models available in 
literature, like for example, the horizontal cell crossing rate ηHHOr, presented in [8] and defined by 
(4.16). Hexagonal cells, and uniformly distributed directions of movement in 2π are assumed. 

 4
3[/ ]r

r
HHO s

rR
νη
π

=  (2.19) 

being rν  the average speed and Rr the cell radius of a given RAN type r. 

Using the cell crossing rate it is possible to compute the number of HHOs, NHHOr, in a given RAN r 
and time interval Δt,  
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 [ ][/ ]r r rHHO HHO s AU CHrsN N t Pη= ⋅ ⋅Δ ⋅  (2.20) 

where PCHr is the JRRM influence in the number of HHOs and NAUr is the number of active users 
attached to a given RAN r. 

The drop probability PD, (handover calls) is computed according to (2.19) where network equilibrium 
is assumed (cell handover incoming rate equal to outgoing rate).  
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P PP
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=
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 (2.21) 

PHF is the handover failure probability (HHO calls) assuming that new calls and handover ones are 
processed in a same way, then PHF=PB is also assumed. PH, is the handover probability computed as 
follows: 

 
1

r

r

HHO
H

HHO
s

P
η

η
τ

=
+

 (2.22) 

Another interesting parameter is the HHO calls average arrival rate, λh, computed as follows: 

 1
1 1

( )
( )

H B
h s

H HF

P P
P P

λ λ−
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Scanning the literature concerning VHOs, it is not easy to find simple models capable of extracting the 
main characteristics of a VHO process assuming the presence of multiple RANs. However, it is very 
useful to setup a simple approach/model to extract theoretical VHO related parameters. One proposal 
is to assume that a given RAN type cluster, Figure 2.6, can be modelled as a single cell. This 
assumption, enables the use of the previous model mechanism (established for dealing with HHOs) to 
extract some VHOs assumptions and theoretical results. This means that users’ previous cell 
transitions are now translated to transitions between RANs (clusters based). In order to group RANs 
into coverage and Bit rate families, it was defined the Low-, Medium- and High-, Bit rate Networks 
(LBN, MBN, HBN), where one can map for example with UMTS R99, R5 and WLANs respectively.  

Based on the previous assumptions one can define several parameters for VHO studies. For example, 
the r RAN crossing rate or VHO crossing rate ηVHOr, assumes RAN clusters’ distributions similar to 
the case presented by Figure 2.6, where different RANs have different levels of coverage and cluster 
radius, thus in some RANs service continuity can be only provided by other RANs. To compute ηVHOr, 
the previous assumptions are also assumed, like user uniformly distributed directions of movement in 
2π, where ηVHOr is defined by,  

 4
3[/ ]r

r
VHO s

rcR
νη
π

=  (2.24) 

where Rrc is the RAN cluster approximated radius. 

The number of VHOs in a given JRRM scenario, and time interval Δt, is given by,  

 [ ][/ ]r r rVHO VHO s AU CVrsN N t Pη= ⋅ ⋅Δ ⋅  (2.25) 

where PCVr is the JRRM influence in the number of VHOs. 
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Figure 2.6 – Different RAN clusters (example) 

Similar to HHOs, the VHO drop probability PVD, (VHO calls) is computed, where users mobility 
equilibrium is again assumed. For the VHO failure probability PVHF, PB was again assumed. 
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The VHO probability PVH,r for a given RAN r, can be now estimated as follows: 
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For the VHO calls average arrival rate, λvh is computed as follows: 
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2.2.5 Theoretical Scenarios 

In order to present some possible results produced by the previous model, one has to decide which are 
the most relevant and interesting ones, as output and input parameters. Since the focus of this activity 
is JRRM performance, then, the overall JRRM QoS and VHOs related parameters in the model should 
be the most explored ones. Therefore, as outputs one has: JRRM bit rate Rbt, average user bit Rbu, 
blocking PB, delay τCd, users capacity density ρAU, RANs VHO related probabilities and PSNR in case 
of video streaming transmission. For scenario inputs’ variation one considers the following 
parameters: users’ speed profile penetration, services centric (packet switch-PS or circuit switch-CS), 
relatively RANs clusters coverage size, the number of BSs, service penetration ratio (CS/PS), Initial 
JRRM traffic distribution and VHO traffic percentage flow among RANs. The IST-AROMA project 
reference scenario [9], is used as starting point for some parameters, namely service traffic generation. 

In the following lines, a set of scenarios is taken into account to evaluate the influence of each input 
parameter on the overall QoS: 
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2.2.5.1 Users’ Mobility Profile 

To evaluate the impact of users’ mobility profiles onto VHOs, high and low mobility trends were 
defined, as shown by Table 2.7. Note that fast, slow and static users correspond to vehicular, 
pedestrian and indoor users. 

Table 2.7 – Users’ Mobility Profile Scenarios 

Mobility 
 

Fast Slow Static

Speed [km/h] 50 3 0 

High Mobility 
(HM) 35 30 35 

Medium Mobility 
(MM) 15 25 60 

Users’ speed 
profile 

penetration 
[%] Low Mobility 

(LM) 5 10 85 

2.2.5.2 Services’ Switching Type Variation 

To better understand the impact that services’ penetration has on the network, one defines a few trends 
where CS and PS centric service trends can be compared with the reference one. Session arrival rates 
for CS and PS oriented services are defined according to Table 2.8. Note that the network session 
arrival rate is not fully in equilibrium due to individual service penetration rates. This naturally, leads 
to more or less users using a giving service group. Thus, the effective session generated by each 
switching group is not balanced, leading to a non linear number of users for each service group. 
Nevertheless, Table 2.8 presents service trends (CS or PS centric) providing the capability to compare 
the impact on the different JRRM QoS parameters. The values presented are applied in all services of 
each switching group. 

Table 2.8 – Service Switching group trends 

 Services group (arrival rate [session/hour]) 

 Circuit Switch (CS) Packet Switch (PS) 

CS – Centric 1.5 0.5 

Ref. 1.0 1.0 

PS – Centric 0.5 1.5 

2.2.5.3 RANs Clusters Coverage 

Concerning the RAN cluster radius variation and their impact on VHOs, one can use a relative size as 
reference point, and then increase or decrease the overall cluster radius on each RAN. Therefore, 
besides the reference one, two other different coverage sizes were defined: HCov, MCov and LCov 
scenarios, standing for high, medium and low coverage, respectively. The HCov corresponds to the 
cluster radius size duplication, and LCov for half size when compared with the reference one. 



216715 NEWCOM++  DR9.2 

  

Reference DR9.2  

25 / 107 

2.2.5.4 Cellular Coverage Trend 

To access the impact that a cellular structure trend has on the VHO probability, three scenarios were 
defined: the Macro-, Ref. and Micro-centric, Table 2.9, presenting the number of BSs for each 
RAN/cluster in each scenario. 

Table 2.9 – Scenario Set for Cellular Coverage Trend 

 Number of BSs 

RAN Micro - Centric Ref. Macro – Centric

LBNs 1 2 4 

MBNs 8 4 2 

HBNs 14 7 4 

2.2.5.5 Cellular Coverage Trend Service Penetration Variation 

To evaluate the impact that service penetration has on the JRRM overall parameters, three different 
service penetration profiles were defined, as in Table 2.10. CS and PS services can have different 
penetration rates. However, the sum is 100%, and their combination can be defined in order to produce 
a CS/PS ratio (2, 1 and 1/2), which can be used to understand their influence on JRRM QoS 
parameters. 

 

Table 2.10 – Service Penetration Ratio Scenarios Set 

CS/PS 2 1 ½ 

Voice 0.58 0.45 0.30

Video-telephony
CS

0.09 0.05 0.03

Streaming 0.09 0.14 0.20

FTP 0.06 0.10 0.15

E-mail 0.09 0.13 0.17

WWW 

PS

0.09 0.13 0.15

2.2.5.6 JRRM Theoretical Parameters’ Variation 

The model includes two JRRM parameters, PInit,r and PVHO, which aim to simulate the traffic 
distribution and JRRM influence policy, and the service priority policy influence on the BS selection 
procedure respectively. Taking into account the first one, it is possible to setup some distribution 
percentages over the generated traffic and delivered to the correspondent RAN, enabling the QoS 
evaluation in each RAN. Table 2.11 presents two scenario variations over the reference one (LBN – 
Centric and HBN – Centric). These variations are useful to understand the impact of traffic 
distribution in each RAN QoS. The LBN (one single BS in cluster), will be the RAN type that will 
have more difficulties to observe high levels of traffic since compared with other RANs it provides 
low capacity and high coverage. Therefore, LBN related traffic percentage distributed by the JRRM 
entity should be low, to keep LBN QoS indicators under control. 

The second parameter PVHO proposed by the model, is related to VHO traffic transfer among RANs. 
Similar to previous cases, in Table 2.12 it is presented some traffic transfer variations among LBN, 
MBN and HBN. Again, these traffic scenario variations take the same name as in the previous case. 
Basically the idea is to transfer traffic from one RAN to another; however, these transfer percentages 
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have a physical limit, which is related to geographical superposition among RAN clusters. The VHO 
transfer rule, if negative, means that traffic flow will be the opposite with respect to the one 
symbolised by the arrow. 

Table 2.11 – JRRM traffic distribution variation scenarios 

 JRRM traffic distribution [%] 

RAN LBN - Centric Ref. HBN – Centric

LBN 10 7 4 

MBN 60 45 35 

HBN 30 48 61 

 

Table 2.12 – JRRM VHOs strategies scenarios 

 JRRM VHOs [%] 

VHO Rule LBN - Centric Ref. HBN – Centric

LBN→MBN -10 0 10 

MBN→HBN -5 0 5 

 

2.2.6 Theoretical Results 
Based on the previous scenarios’ set, the model is capable of producing a considerable number of 
different results, however, for space and readability reasons a selection of the most relevant ones are 
presented in the next sub-sections. 

2.2.6.1 Users’ Mobility Profile Impact 

For the High Mobility (HM) profile, the VHO probability reaches 66% for HBNs and 39% for MBNs, 
as shown in Figure 2.7. This means that users in a HM profile and those attached to HBNs will most 
probably experience a VHO to another RAN. For MBN, this probability is relatively smaller, since the 
MBNs’ coverage is higher and users will spend more time crossing a MBN cluster.  
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Figure 2.7 – Mobility profiles impact on VHOs probability for MBN and HBNs 

These results are very useful for JRRM designers, since they give an estimate of VHO overhead 
knowing the scenario mobility profile. For example a train station or business city centre will have 
different mobility profiles, giving different impacts on the JRRM signalling overhead on VHO 



216715 NEWCOM++  DR9.2 

  

Reference DR9.2  

27 / 107 

processes. The crossing rate results follows the VHO probability, being both useful to estimate the 
VHO load, which is interesting to estimate signalling load at JRRM level. 

2.2.6.2 Services Penetration Trend Impact 

The users’ capacity density, which is the network equivalent number of active users per km2, 
represents the heterogeneous network capacity for processing users’ sessions for a given network QoS 
level. Figure 2.8 presents the model results for the different switching group ratio (CS/PS). One can 
see that, for PS-Centric, the number of users is smaller compared to the CS-centric case. This is due to 
the fact that usually CS-Centric based services (voice and video telephony) have effective longer 
sessions. Thus, the number of active users in the network will be higher, compared to the PS-Centric 
case. 
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Figure 2.8 – Users capacity density as function switching type ratio  

2.2.6.3 RANs Clusters Coverage Impact 

Concerning RANs’ Cluster radius impact on VHOs, it is expected that HBNs are more susceptible of 
having more VHOs, as shown in Figure 2.9. In the HCov scenario, the VHO probability is lower, 
because the clusters sizes are higher, therefore users’ cluster cross events are less frequent, because 
they spend a longer time inside a given cluster’s (RAN type) borders. 
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Figure 2.9 – VHO Probability as a function of coverage size 

Note that in the case of LBNs, they have adjacent and continuous coverage, therefore it does not make 
sense presenting VHO probability, but rather HHO probability. 

2.2.6.4 Cellular Coverage Trend Impact 

In Figure 2.10, MBNs and HBNs have an increasing VHO probability when coverage moves to the 
Macro-centric case, since they decrease their relative area in the cluster, having less users staying 
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inside their coverage. Thus, MBNs and HBNs will have more crossing users to other RANs. The 
Macro-Centric scenario is dominated by LBN coverage. 
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Figure 2.10 – VHO Probability as a function RANs clusters sizes 

2.2.6.5 Service Penetration Variation 

According to Figure 2.11, the JRRM delay results for CS/PS=2 ratio produce much less JRRM delay 
compared to the CS/PS=½ ratio case. Note that delay starts on 30ms and goes up to 200ms (which in 
most cases is an unacceptable value). Thus, one concludes that PS based services’ dominance in the 
network produces very high delays, leading to a very poor network quality. This is observed because 
PS services take/use more radio resources from the available RANs (e.g. radio channels or 
bandwidth). 
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Figure 2.11 – Services penetration ratio impact on JRRM Delay 

2.2.6.6 JRRM Theoretical Parameters’ Impact 

This sub-section presents the JRRM theoretical parameters’ variation results. These are presented 
observing simultaneously two dimensions, one dimension is the initial traffic and the second is the 
VHO policy percentage distribution variation/trend. These variations are performed according to Table 
2.11 and Table 2.12 parameters, expecting to have significant and different impacts on RANs’ QoS 
indicators. These results are presented and discussed bellow. 

In Figure 2.12, it is possible to observe the LBN blocking probability variation. The worst case, from 
the LBN view perspective, is when initial traffic distribution and VHO policy push traffic to LBNs 
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(LBN-Centric) in both axels, leading LBN blocking probability to about 13%. It is also possible to 
observe that initial traffic distribution have more influence when compared with the VHO variation 
policy. This is because the VHO percentage has less freedom on amplitude range. The best case is 
when initial distribution tends to HBN-Centric, in this situation LBN initial traffic percentage will 
move from 10 to 4% of the total generated traffic. Though this seams a small variation, with 4% LBN 
will handle less than 50% previous case (LBN-Centric), leading the LBN blocking probability to be 
less than 1%.  
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Figure 2.12 – JRRM policies impact on LBN Blocking 

Other QoS indicator is delay, Figure 2.13 presents results for LBNs and here, similar to PB, delay 
presents parallel trend. However, note that delay values for LBN are only “acceptable” when HBN-
Centric case is plotted, this means that offered traffic to LBN should be less in order to reach the delay 
values set by services’ constrains. 
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Figure 2.13 – JRRM policies impact on LBN Delay 
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2.3 Spectrum Allocation for OFDMA Networks 

2.3.1 Single-Cell Studies 
The wireless shared channel in cellular networks is a medium over which many Mobile Terminals 
(MTs) compete for resources. In such a scenario, spectral efficiency and fairness are crucial aspects for 
resource allocation. From a cellular operator perspective, it is very important to use the channel 
efficiently because the available frequency spectrum is scarce and the revenue must be maximized. 
From the users’ point of view, it is more important to have a fair resource allocation so that they can 
meet their Quality of Service (QoS) requirements and maximize their satisfaction. The time-varying 
nature of the wireless environment, coupled with different channel conditions for different MTs, poses 
significant challenges to accomplishing these goals. In general, these objectives cannot be achieved 
simultaneously and an efficient trade-off must be achieved. In recent years Radio Resource 
Management (RRM) has been envisaged as one of the most efficient techniques to achieve a desirable 
trade-off among these two conflicting objectives in cellular multi-carrier systems. 

Many next generation wireless systems are based on Orthogonal Frequency Division Multiple Access 
(OFDMA), which provides a high degree of flexibility that can be exploited by RRM algorithms. 
There are different sources of diversity in an OFDMA-based system, such as time, frequency and 
multiuser diversities. Following the path opened by the seminal article by Wong et al. [10], many 
Radio Resource Allocation (RRA) algorithms have been proposed to take advantage of these kinds of 
diversity, such as the dynamic allocation of subsets of sub-carriers for different MTs (Dynamic Sub-
carrier Assignment (DSA)), and the adaptation of the Modulation and Coding Scheme (MCS) and 
power for each sub-carrier according to the instantaneous channel conditions (bit and power loading). 
Furthermore, Packet Scheduling (PSC) algorithms are responsible for deciding when the MTs will 
access the shared channel and with which transport format depending on the Channel State 
Information (CSI). 

Many separate or joint RRA solutions including DSA, bit loading and power loading were based on 
combinatorial optimization. Most of the works in literature follow either the margin adaptive 
approach, formulating dynamic resource allocation with the goal of minimizing the transmitted power 
with a rate constraint for each user [11], or the rate adaptive approach aiming at maximizing the 
overall rate with a power constraint [12], [13]. In this latter case, the optimal solution for resource 
allocation in the downlink is often found as an application of the well-known waterfilling algorithm. 

On the other hand, many works have been using Utility Theory to propose solutions for all the 
aforementioned RRA algorithms, including also multi-carrier PSC. The issues of efficiency, fairness 
and satisfaction of resource allocation have been well studied in economics, where utility functions are 
used to quantify the level of customers’ satisfaction when the system allocates certain resources to 
them. Utility theory performs the optimization of a utility-pricing system, which is established based 
on the mapping of some performance criteria (e.g. rate, delay) or resource usage (e.g. sub-carriers, 
power) into the corresponding pricing values [14]. 

In this work, we will focus on the provision of Non-Real Time (NRT) services, such as World Wide 
Web (WWW) browsing, and Real-Time (RT) services, such as Voice over IP (VoIP). For the NRT 
services, the data rate is the most important QoS metric. The optimization problem can be formulated 
based on instantaneous or average data rates. The former case is stricter because QoS and fairness has 
to be guaranteed in each Transmission Time Interval (TTI), while the time window considered in the 
optimization problem based on average data rates adds a time diversity that relax the requirements on 
QoS and fairness. On the other hand, the delay metric is the most relevant aspect for the QoS of RT 
services. 

The present work will be divided in two parts. In the first part, we will study rate adaptive sub-carrier 
and power allocation using optimization based on instantaneous data rates for Non-Real Time (NRT) 
services. In the second part, we will study multi-carrier packet scheduling using utility functions based 
on average data rates or delay for NRT or Real-Time (RT) services, respectively. The objective of the 
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paper is to study the trade-off between system spectral efficiency and fairness among the users when 
the RRM algorithms mentioned above are used. 

2.3.1.1 System Model 
The considered scenario is a single cell with hexagonal shape. We consider a network with one 
transmitter (base station) and J receivers (users). The transmitted Orthogonal Frequency Division 
Multiplexing (OFDM) signal is time slotted, where in every time slot at most one user can be served 
over each sub-carrier. The considered environment is Typical Urban (TU) [15] where each user 
experiences independent transmit conditions. The channel is a frequency-selective Rayleigh fading 
channel, with the coherence time such that each sub-carrier experiences only flat fading. It is assumed 
that the channel fading rate is slow enough so that the frequency response does not change during a 
TTI interval. Each user also experiences shadowing with log-normal distribution. A perfect knowledge 
of the CSI at the transmitter side is assumed, with no signalling overhead transmitted. The signal 
strength at the receiver side depends on the path-loss calculated by: 

 dL 10log6.371.128 +=  (2.29) 

where d is the distance to the base station in km. 

The bit allocation on each sub-carrier is determined using the Shannon’s capacity model shown in 
(2.30) below [14]: 

 ( )kjkkj pc ,2, 1log ρΓ+=  (2.30) 

where kjc ,  is the achievable transmission rate in bits/s/Hz of user j over subcarrier k, kp  is the 

transmit power allocated at sub-carrier k, kj ,ρ  is the Gain-to-Noise Ratio (GNR) of user j at subcarrier 

k, and Γ is the SNR gap given by 
BER5ln
5.1

−
 [14] (the considered target Bit Error Rate (BER) was 

10-6). 

Assuming discrete modulation levels {0, 2, 4, 6, ...}, the achievable transmission rate in bits/s/Hz of 
the k-th sub-carrier assigned to the j-th MT is given by: 

 ( )⎥⎦
⎥

⎢⎣
⎢ Γ+= kjkkj pc ,2, 1log
2
12 ρ  (2.31) 

where ⎣ ⎦x is an operator that returns the largest integer less than x. 

Once we have the achievable transmission rate per Hertz of each sub-carrier, the data transmission rate 
of each MT can be calculated. In the sub-carrier allocation process, we assume that each sub-carrier 
can only be assigned to one single MT. Assuming that a sub-carrier set jΨ  is assigned to the j-th MT, 
its transmission rate is calculated as: 

 ∑ ∑
Ψ∈ Ψ∈

Δ⋅==
k kk k

kjkjj fcrr ,,  (2.32) 

where kjc ,  is the channel capacity per Hertz of the k-th subcarrier assigned to the j-th MT and fΔ is 
the sub-carrier bandwidth. 

It was assumed that the MTs remained stationary, hence there is no need to implement any handover 
scheme. All users are assumed to have an infinite amount of data to transmit during the whole 
simulation run (full-buffer model). For the case of RT service, which is a delay-sensitive service, we 
consider an infinite number of discrete packets of the same size with a given inter-arrival time. 
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Finally, the resource allocation information (sub-carrier assignment, modulation and coding schemes, 
etc.) is sent to each MT in a separate control channel, so that the MTs can decode the data in their own 
sub-carriers. 

2.3.1.2 Sub-carrier and Power Allocation Based on Combinatorial Optimization 

1) Algorithms Formulation 

In this section, we present a study on Radio Resource Allocation (RRA) combinatorial optimization 
based on the rate adaptive approach aiming at maximizing the overall rate with a power constraint 
[12], [13].  

Rate adaptive RRA often leads to algorithms whose implementation is very complex. In fact the 
allocation problem is in general not convex since the allocation variable is integer and can assume 
only two values: 1 when the channel is allocated to a specific user and 0 otherwise. In most cases the 
optimal solution can be found only evaluating all possible allocations and the complexity grows 
exponentially in the number of users and sub-carriers. Therefore, most of the literature has been 
focused on the development of sub-optimal heuristics that have a lower computational complexity but 
that still yield good results. Many algorithms make the problem convex by relaxing the integer 
constraint on the allocation variable. Unfortunately, non-integer solutions are hardly applicable in 
many scenarios where a sub-carrier should be actually allocated or not to a user. In the following we 
will focus on the RRA problem outlining its most common formulations and solutions. 

 

Sum Rate Maximization 

The most common mathematical formulation of the RRA problem is: 

 

{ }

, ,,

,

, max

.

max

. .
1,

0,1 , ,

j k j kp x j k

j k
j

j k
j k

j k

c x

s t
x k

p P

x j k

⋅

≤ ∀

≤

∈ ∀

∑∑

∑

∑∑

 (2.33) 

where maxP  is the maximum allowed transmit power of the Base Station (BS). The optimization 
variables are x, the vector of the allocations, and p, the vector containing the power levels of all sub-
carriers.  

In its original formulation the problem (2.33) has been solved in [12] by assigning each sub-carrier to 
the user that maximizes its gain on it and then performing waterfilling over all the sub-carriers. On one 
hand, such a solution maximizes the cell throughput but on the other hand is extremely unfair tending 
to privilege the users that are closest to the BS and neglecting all the others. 

 

Max-Min Rate Adaptive 

The RRA allocation (2.33) tends to starve the users with the worse channel gains, i.e. the users that are 
more distant from the BS. Thus, in [13] the RRA problem has been formulated with the goal of 
maximizing the minimum capacity offered to each user, thus introducing fairness among the users. In 
general, fairness among the MTs comes at the cost of a decreased overall throughput of the cell. The 
max-min RRA problem is formulated as follows: 
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Unfortunately, the problem in the formulation (2.34) is not convex and the authors in [13] study an 
heuristic that is based on:  

a) Transmitting the same amount of power ( maxP K ) on each channel;  

b) Implementing an assignment strategy that iteratively assigns each sub-carrier to the user with the 
smallest rate. 

 

Sum Rate Maximization with Proportional Rate Constraints 

The max-min RRA (2.34) guarantees that all users achieve a similar data rate. However, different 
users may require different data rates. In this case the max-min solution is not able to comply with the 
different user requirements. The RRA algorithm presented in [16] is designed to allocate radio 
resources proportionally to different rate constraints that reflect different levels of service. The RRA 
problem is formulated as follows: 
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 (2.35) 

where jr  indicates the rate for user j, defined as , ,j j k j k
k

r c x= ⋅∑ and jγ  (j = 1, ..., J) is a set of 

predetermined values that are used to ensure proportional fairness among users. The optimization in 
(2.35) is a mixed binary integer programming problem and as such is in general very hard to solve. 
Thus, also in this case the problem is solved using a suboptimal heuristic and the optimization (2.35) is 
performed in two steps. In the first step, following the approach taken in [13], the sub-carriers are 
allocated trying to comply as much as possible with the proportional rate constraints and assuming a 
uniform power distribution. In the second step, having fixed the sub-carrier allocation, the power is 
distributed to the users so that the proportional rate constraints are met exactly. 

2) Simulation Results 

In this section the simulation-specific parameters as well as the simulation results are presented. The 
main simulation parameters are presented in Table 2.13. 

The metrics used for evaluation and comparison of the investigated resource allocation algorithms 
were: 
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• Total cell throughput (resource allocation efficiency factor); 

• Fairness index, according to (2.38). 

Table 2.13 – Simulation parameters. 

Parameter Value 

Number of cells  1 

Maximum BS transmission power  1 W 

Cell radius  500 m 

MT speed  static 

Carrier frequency  2 GHz 

Number of sub-carriers  192 

Sub-carrier bandwidth  15 kHz 

Path loss  using (2.29) 

Log-normal shadowing standard dev.  8 dB 

Small-scale fading  Typical Urban (TU) 

AWGN power per sub-carrier  -123.24 dBm 

BER requirement  10−6 

Link adaptation  continuous using (2.30) 

Transmission Time Interval (TTI)  0.5 ms 

Traffic model  Full buffer 

Throughput filtering time constant ( thruf  ) 50 

Number of realizations for each point 500 

 

In order to evaluate the fairness among the users in a scenario with NRT services, we define a fairness 
index NRT

jφ , which is based on throughput and calculated for each MT in the cell. The user fairness 
index changes with time and is defined as: 

 [ ] [ ]
req
j

jNRT
j T

nT
n

1−
=φ  (2.36) 

Where req
jT  is the throughput requirement of the j-th MT. The throughput [ ]jT n  is calculated using a 

low-pass Simple Exponential Smoothing (SES) filtering as indicated in (2.37) [14]. 

  [ ] [ ]1 11 1j j j
thru thru

T n T n r
f f

⎛ ⎞ ⎛ ⎞
= − ⋅ − + ⋅⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (2.37) 

where jr  is the instantaneous transmission rate of the j-th MT given by (2.32) and thruf  is a filtering 
time constant. Next, we define a fairness index for the whole system, which is given by (2.38) [17]. 
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where J is the number of MTs in the cell and NRT
jφ  is the fairness index of the j-th MT given by 

(2.36). Notice that 11
≤Φ≤ NRT

J
. A perfect fair allocation is achieved when NRTΦ = 1, which means 

that the throughput allocated to all MTs are equally proportional to their throughput requirements (all 
user fairness indexes are equal). The worst allocation occurs when NRTΦ  = 1/J, which means that all 
sub-carriers were allocated to only one MT. 

For the sum rate maximization with proportional rate constraints two different sets of rate constraints 
have been studied: the case where the rate constraints are set equal for all users (Prop rate 1), i.e. jγ  = 
1 (j = 1, ..., J), and the case where the rate constraints are set proportional to the user path loss (Prop 
rate 2). 

Figure 2.14 shows the total cell throughput for the different algorithms: the sum rate maximization 
algorithm achieves the highest throughput and the max-min the lowest. The results show also the 
flexibility of the algorithm with proportional rate constraints. As expected, when the set of rate 
constraints are all equal its behaviour is almost identical to the max-min algorithm. On the other hand, 
when the system tends to favour the users nearer to the BS, the throughput approaches the sum rate 
results. 
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Figure 2.14 – Achievable throughput as function of the number of users. 

Figure 2.15 shows the mean fairness index (according to the definition in (2.38)) for the various RRA 
algorithms. In this case the max-min and the algorithm with equal rate constraints outperform all the 
others. The algorithm with rate constraints proportional to the path loss, even if it guarantees access to 
all users, is not very fair. This is due to the fact that in our simulation setting, the difference in path 
loss can be several orders of magnitude large. Thus, users close to cell boundaries will have a much 
smaller throughput than users near the BS. 
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Figure 2.15 – Measured fairness as function of the number of users. 

 

2.3.1.3 Packet Scheduling Based on Utility Theory 

1) Algorithms Formulation for NRT Services 

In this section we formulate PSC algorithms that use Utility Theory in order to find an efficient trade-
off between system spectral efficiency and throughput-based fairness among MTs that use NRT 
services. The considered optimization problem is the maximization of the total utility with respect to 
the throughput (average data rate), which is calculated using a low-pass Simple Exponential 
Smoothing (SES) filtering as indicated in (2.39) [14]. 

 [ ] [ ]1 11 1j j j
thru thru

T n T n r
f f

⎛ ⎞ ⎛ ⎞
= − ⋅ − + ⋅⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (2.39) 

where jr  is the instantaneous transmission rate of the j-th MT given by (2.32) and thruf  is a filtering 
time constant. 

Assuming that the time constant of the exponential filter is sufficiently large, it is proven in [14] that 
the DSA problem has a closed form solution. The MT *j  is chosen to transmit on the k-th sub-carrier 
in TTI n if it satisfies the condition given by (2.40): 

 [ ]( ) [ ]{ } jncnTUj kjjjj
∀⋅−= ,1maxarg ,

'*  (2.40) 

where ( )⋅'
jU  is the marginal utility of the j-th MT, [ ]1−nTj  is the throughput of the j-th MT up to 

TTI n − 1, and [ ]nc kj ,  denotes the instantaneous achievable transmission efficiency of the j-th MT on 
the k-th sub-carrier. 

We will consider a family of utility functions of the form presented in (2.41) below [18]. 

 [ ]( ) [ ]
α

α

−
=

−

1

1nT
nTU j

jj  (2.41) 
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where α  is a non-negative parameter that determines the degree of throughput-based fairness. The 
fairness of the utility function becomes stricter as α  increases. 

According to (2.40), this is equivalent to consider a priority function of the PSC algorithm given by: 

 
[ ]

[ ]
[ )∞∈∀

−
= ,0;,,

1
,

, αα kj
nT

nc
P

j

kjPSC
kj   (2.42) 

For each of the K sub-carriers in the system, a multi-carrier PSC algorithm calculates the priority 
functions for all J MTs according to (2.42) and assigns it to the MT that has the highest priority value. 

We will show in the following that, depending on the value of the parameter α , the general utility 
framework presented above can be designed to work as any of three well-known classical PSC 
algorithms: Max-Rate (MR), Max-Min Fairness (MMF) and Proportional Fairness (PF). Furthermore, 
we present the Adaptive Throughput-Based Fairness (ATF) PSC algorithm, which can achieve an 
adaptive trade-off between spectral efficiency and throughput-based fairness according to the cellular 
operator’s objectives. 

 

Max-Rate 

The MR PSC algorithm is able to maximize the system spectral efficiency because it considers a linear 
utility function [ ]( ) [ ]nTnTU jjj = , which yields a constant marginal utility [ ]( ) 1' =nTU jj  [14]. One 
can notice that this can be achieved setting α  = 0 in (2.41). According to (2.42), this is equivalent to 
consider a priority function related to the MR algorithm given by (2.43) below. 

 [ ] kjncP kj
MR
kj ,,,, ∀=  (2.43) 

As the final result, each sub-carrier will be assigned to the MT that has the highest channel gain on it. 
The MR criterion maximizes the system capacity at the cost of unfairness among the MTs, because 
those with poor radio link quality will probably not have chance to transmit. 

 

Max-Min Fairness 

The utility function of the MMF algorithm is the limit of the function in (2.41), when ∞→α  [18]. 
According to (2.41) and (2.42), the priority function is dependent on the marginal utility [ ]( )nTU jj

'  

and the achievable instantaneous transmission efficiency [ ]nc kj , . However, in the case of the MMF 
criteria and when considering MTs with lower data rates, the influence of the marginal utility when 

∞→α  is so high that the influence of the channel quality becomes negligible. Taking this fact into 
account, we can assume a more simplified priority function for the MMF algorithm given in (2.44), 
which is also known in the literature as the “Fair Throughput” criterion [19]. 

 [ ] kj
nT

P
j

MMF
kj ,,

1
1

, ∀
−

=  (2.44) 

which gives priority to the MT that has experienced the worst throughput so far. In this way, in terms 
of throughput, it is the fairest criterion possible, since all MTs will have approximately the same 
throughput in the long-term. However, since this criterion maximizes the throughput of the worst 
MTs, it will provide low aggregate system throughput. 
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Proportional Fairness 

A trade-off between spectral efficiency and fairness can be achieved by means of a PF PSC algorithm 
[20]. In utility theory, the logarithmic utility function is associated with the proportional fairness [14]. 
In the general family of utility functions presented in (2.41), the logarithmic function can be achieved 
when 1→α  (see proof on [18]). Therefore, according to (2.42), the priority function of the PF 
algorithm is given by (2.45). 
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Adaptive Throughput-Based Fairness 

The ATF PSC algorithm, which was proposed in [21], joins in a unified framework the three 
aforementioned classical PSC algorithms (MR, MMF and PF). In the light of utility theory, it was 
shown that a general PSC algorithm based on (2.41) is able to provide several degrees of fairness. The 
ATF algorithm adaptively explores this flexibility in order to achieve an efficient trade-off between 
spectral efficiency and throughput-based fairness planned by the network operator. However, it is 
difficult to design an adaptive control of the parameter α  because it is defined over a large range of 
values. Instead of that, the ATF algorithm transforms the priority function of (2.42) into another 
priority function that is based on a parameter β , which is defined over a controlled range and provides 
the possibility of a stable and simple adaptive control. The priority function of the ATF algorithm is 
presented in (2.46) below. 
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Notice that in a conceptual point of view, the priority functions on (2.42) and (2.46) perform in the 
same way. The ATF algorithm is able to work as the classical PSC algorithms by means of the 
adaptation of the parameter β . The values of β  = {0, 0.5, 1} corresponds to the MR, PF and MMF, 
respectively. 

The ATF algorithm is based on the definition of a fairness index NRT
jφ , which is based on throughput 

and calculated for each MT in the cell. The user fairness index changes with time and is defined as: 

 [ ] [ ]
req
j

jNRT
j T

nT
n

1−
=φ  (2.47) 

Where req
jT  is the throughput requirement of the j-th MT. Next, we define a fairness index for the 

whole system, which is given by (2.48) [17]. 
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 (2.48) 

where J is the number of MTs in the cell and NRT
jφ  is the fairness index of the j-th MT given by 

(2.47). Notice that 11
≤Φ≤ NRT

J
. A perfect fair allocation is achieved when NRTΦ = 1, which means 
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that the throughput allocated to all MTs are equally proportional to their throughput requirements (all 
user fairness indexes are equal). The worst allocation occurs when NRTΦ  = 1/J, which means that all 
sub-carriers were allocated to only one MT. 

The objective of the ATF algorithm is to assure a strict fairness distribution among the MTs, i.e. the 
system fairness index [ ]nNRTΦ  must be kept around a planned value NRT

ett argΦ . Therefore, the ATF 

algorithm adapts the parameter β  in the scheduling policy presented in (2.46) in order to achieve the 
desired operation point. In order to do that, the new value of the parameter β  is calculated using a 
feedback control loop of the form: 

 [ ] [ ] [ ]( )NRT
ett

NRT
filt nnn arg1 Φ−Φ⋅−−= ηββ  (2.49) 

where [ ]nNRT
filtΦ  is a filtered version of the system fairness index using a SES filtering, NRT

ett argΦ  is the 
desired value for the index, and the parameter η  is a step size that controls the adaptation speed of the 
parameter β . A SES filter, which is suitable for time series with slowly varying trends, was used to 
suppress short-run fluctuations and smooth the time series [ ]nNRTΦ . 

2) Algorithms Formulation for RT Services 

In this section we formulate PSC algorithms that use Utility Theory in order to find an efficient trade-
off between system spectral efficiency and delay-based fairness among MTs that use RT services. The 
considered optimization problem is the maximization of the total utility with respect to the delay of the 
Head-of-Line (HOL) packet. The HOL delay can be calculated approximately by (2.50): 

 [ ] [ ]
[ ] [ ]( )
[ ]

1
1

1
TTI j jHOL HOL

j j
j

d T n r n
d n d n

T n
− −

= − +
−

 (2.50) 

where [ ]HOL
jd n  is the delay of the HOL packet of the j-th user, TTId  is the duration of the 

Transmission Time Interval (TTI), [ ]1jT n −  is the average data rate (throughput) up to the previous 

scheduling period given by (2.37) and [ ]jr n  is the instantaneous achievable transmission rate given 

by (2.32). If the j-th user has not been served by any sub-carrier in the nth TTI, [ ]jr n  is equal to zero. 

Taking (2.50) into account, we can see that the derivative of ( )HOL
j jU d  with respect to jr  can be 

expressed as: 

 
HOL

j j j j TTI
HOL HOL

j j j j j

U U d U d
r d r d T

⎛ ⎞∂ ∂ ∂ ∂
= ⋅ = ⋅ −⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ⎝ ⎠

 (2.51) 

Since the TTI duration is sufficiently small, we can use the Lagrange theorem of the mean, which says 
that [22]: 
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 (2.52) 

Considering that [ ]1jr n −  is known and fixed in the nth TTI, the optimization objective function can 
be further simplified and expressed as 
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∂ −∑  (2.53) 

Therefore, the DSA problem employs the following reasoning: the MT *j  is chosen to transmit on the 
k-th sub-carrier in TTI n if it satisfies the condition given by (2.54): 

 [ ]( ) [ ]
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,* 'arg max 1 ,

1
j kHOL

j jj
j

c n
j U d n j

T n
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 (2.54) 

where ( )⋅'
jU  is the marginal utility of the jth MT, [ ]1−nTj  is the throughput of the j-th MT up to TTI 

n − 1, and [ ]nc kj ,  denotes the instantaneous achievable transmission efficiency of the j-th MT on the 
k-th sub-carrier. 

We denote ( )HOL
j jU d  as the utility function of the j-th MT when experiencing a HOL delay of HOL

jd . 

It is clear that the longer the HOL delay a user experiences, the lower level of satisfaction the user has. 
Thus, we can assume that ( )HOL

j jU d  is a decreasing and strictly concave function, which implies the 

derivative of ( )HOL
j jU d , ( )HOL HOL

j j jU d d∂ ∂ , is a negative and decreasing function. Hence, the 

higher priority value is obtained by the user experiencing the longer HOL delay. 

We consider a family of utility functions of the form presented in (2.55) below: 

 ( ) ( )1
1

HOL
jHOL

j j

d
U d

δ

δ

+

= −
+

 (2.55) 

where δ is a non-negative parameter that determines the degree of delay-based fairness. The fairness 
of the utility function becomes stricter as δ increases. 

According to (2.54), this is equivalent to consider a priority function of the PSC algorithm given by: 
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 (2.56) 

For each of the K sub-carriers in the system, a multi-carrier PSC algorithm calculates the priority 
functions for all J MTs according to (2.56) and assigns it to the MT that has the highest priority value. 
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We will show in the following that, depending on the value of the parameterδ , the general utility 
framework presented above can be designed to work as any of three well-known classical PSC 
algorithms: Proportional Fairness (PF), Delay-Based First In First Out (D-FIFO) and Modified Largest 
Weighted Delay First (M-LWDF). Furthermore, we present the Adaptive Delay-Based Fairness (ADF) 
PSC algorithm, which can achieve an adaptive trade-off between spectral efficiency and delay-based 
fairness according to the cellular operator’s objectives. 

 

Proportional Fairness 

In the framework presented in (2.56), we can achieve a PF policy using a linear utility function 
( )HOL HOL

j j jU d d= − . One can notice that in this case the parameter δ  was set to zero. Hence, we do 

not take into consideration the HOL delay HOL
jd  in the general priority function given by (2.56). For 

this reason, we expect that PF will not provide high delay-based fairness. On the other hand, PF is able 
to provide a good efficiency in the resource usage in a scenario with RT services, since the channel 
quality plays an important role on the PF priority function, which is shown again by (2.57) below. 
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Delay-Based First In First Out 

D-FIFO is the fairest algorithm in terms of delay because it gives priority to the MT with the highest 
HOL packet delay. This is achieved by considering a very large value for the parameter δ . When 

∞→δ , one can see in (2.56) that the delay component [ ]1−nd HOL
j  becomes much more prominent 

than the transmission efficiency or throughput components ( [ ]nc kj ,  and [ ]1−nTj , respectively). 
Taking this into account, we can simplify the priority function for the D-FIFO algorithm, which is 
commonly known as [23]: 

 [ ] jndP HOL
j

FIFOD
j ∀−=− ,1  (2.58) 

Notice that D-FIFO does not use CSI of the sub-carriers, ignoring the frequency diversity offered by 
the OFDMA system. Therefore, D-FIFO assumes a TDMA behaviour, giving to the user chosen for 
transmission at TTI n the right to transmit over all the sub-carriers. This strategy is not efficient in the 
resource usage, so it is expected to provide lower system throughput. 

 

Modified Largest Weighted Delay First 

If we consider a utility function of the form ( ) ( ) 22HOL
j

HOL
jj ddU −= , in other words setting δ = 1, 

we have a priority function of the M-LWDF algorithm [24] given by (2.59) below. 
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Comparing (2.57), (2.58), and (2.59), one can notice that M-LWDF is a trade-off between PF and D-
FIFO. In this way it should provide intermediate delay-based fairness and intermediate resource usage 
efficiency. 
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Adaptive Delay-Based Fairness 

It was shown in the previous sections that the variation of the parameter δ provides the possibility to 
control the delay-based fairness for RT services. However, it is difficult to control this parameter 
because its range [ )0,∞  is very large. Instead of that, we propose the use of a new parameter τ  

defined over the range [ ]0,1 , which is much easier to control. We proposed to change the general 
priority function given by (2.56) in order to use the new parameter τ , as can be seen in (2.60). 
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 (2.60) 

It is straightforward to notice that varying the values of the parameters δ  and τ  over their respective 
ranges in (2.56) and (2.60), provides the same trade-off balancing between system capacity and delay-
based fairness. 

The framework presented in (2.60) is general in the sense that depending on the value of τ , ADF 
works as any of the classical algorithms mentioned previously. The values of τ  = {0, 0.5, 1} 
corresponds to the PF, M-LWDF and D-FIFO, respectively. Besides that, intermediate values 
correspond to hybrid versions of those PSC algorithms. However, our main objective is to adaptively 
control the parameter τ  in order to find an efficient trade-off between efficiency in the resource usage 
and fairness in the distribution of delays. 

In order to do that, we need first to calculate the delay-based fairness in the system. The ADF 
algorithm is based on the definition of a fairness index RT

jφ , which is based on delay and calculated for 
each MT in the cell. The user fairness index changes with time and is defined as: 

 [ ] [ ]buffer
jRT
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d n
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d
φ =  (2.61) 

Normally, the delay requirement of the j-th MT req
jd  is the same for all users of the same type and is 

equal to the delay budget of the RT service (maximum time that a packet can spend in the buffer 
before being discarded). [ ]buffer

jd n  is the average delay of the packets in the buffer of the j-th MT and 
is calculated through a SES filtering in the following way. 
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 (2.62) 

where [ ],
buffer
j instd n  is the instantaneous mean delay of all the packets present in the buffer of the j-th user 

at TTI n, and delayf  is a filtering time constant . 

Next, we define a fairness index for the whole system, which is given by (2.63) [17]. 
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where J is the number of MTs in the cell and RT
jφ  is the fairness index of the j-th MT given by (2.61). 

Notice that
1 1RT

J
≤ Φ ≤ . A perfect fair allocation is achieved when RTΦ = 1, which means that the 

average packet delays of all MTs are equally proportional to their delay requirements (all user fairness 
indexes are equal). The worst allocation occurs when NRTΦ  = 1/J, which means that all sub-carriers 
were allocated to only one MT, i.e. the average packet delay of one user is very low while the others 
are very high.. 

The objective of the ADF algorithm is to assure a strict delay-based fairness distribution among the 
MTs, i.e. the system fairness index [ ]RT nΦ  must be kept around a planned value arg

RT
t etΦ . Therefore, 

the ADF algorithm adapts the parameter τ  in the scheduling policy presented in (2.60) in order to 
achieve the desired operation point. In order to do that, the new value of the parameter τ  is calculated 
using a feedback control loop of the form: 

 [ ] [ ] [ ]( )arg1 RT RT
filt t etn n nτ τ λ= − − ⋅ Φ −Φ  (2.64) 

where [ ]RT
filt nΦ  is a filtered version of the system fairness index using a SES filtering, arg

RT
t etΦ  is the 

desired value for the index, and the parameter λ  is a step size that controls the adaptation speed of the 
parameter τ . A SES filter, which is suitable for time series with slowly varying trends, was used to 
suppress short-run fluctuations and smooth the time series [ ]RT nΦ . 

 

Urgency and Efficiency based Packet Scheduling 

The Urgency and Efficiency based Packet Scheduling (UEPS) [25] can be considered as a 
modification of the M-LWDF approach. Substituting a utility function of the form 

( ) ( ) ( )( )DL
j

HOL
j

DL
j

HOL
j ddaddaHOL

jj eedU −−−− += 1 , which is called a relaxed z-shaped function (shown in 
Figure 2.16), into (2.54), we obtain the priority function of the UEPS algorithm given below. 
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where DL
jd  is the delay constraint (deadline) of the packet, and a is a constant. 

The UEPS algorithm, designed for the purpose of mixed-traffic scenario, provides intermediate 
resource usage efficiency, similarly to the M-LWDF scheduler. However, due to the specific features 
of the employed utility function, the obtained delay-based fairness values will be higher than for M-
LWDF. 

 

Largest-Weighted-Throughput 

The scheduling scheme endeavours to solve the following problem: given the per-link throughput, the 
waiting time of the HOL packets, and the delay constraints of the applications, which user should be 
served so that the system spectral efficiency is maximized and the delay constraints of the packets are 
satisfied. The rule described in (2.66) is an adaptation of the Largest-Weighted-Throughput (LWT) 
algorithm [26], where the priority of each HOL packet is given by its throughput weighted by a 
function of the waiting time and the delay constraints. 
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Figure 2.16 – Relaxed z-shaped utility function for a = 0.2 
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, (2.66) 

where L is the packet length in bits, DL
jd  is the delay constraint (deadline) of the packet. Since the 

original LWT algorithm has been design for TDMA systems, a modification has been made, where the 
throughput of the whole OFDM symbol has been replaced with the transmission capability cj,k[n-1] of 
user j on subcarrier k. 

The LWT algorithm offers a possibility of adaptive trade-off between efficiency maximizing and 
delay-based fairness depending on the α factor. Thus, a careful selection of α value can enable an 
elastic approach with capacity maximization in low load scenario and fairness maximization in case of 
high load. 

3) Simulation Results for NRT Services 

The simulation parameters used for the evaluation of the utility-based PSC algorithms in the scenario 
with NRT services are given in Table 2.13 and Table 2.14. 

The metrics used for evaluation and comparison of the investigated packet scheduling algorithms 
were: 

• Total cell throughput (indication of the system spectrum efficiency); 

• Fairness index, according to (2.48). 
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Table 2.14 – Simulation parameters. 

Parameter Value 

Power allocation Equal power among sub-carriers 

Throughput requirement ( req
jT ) 1.4 Mbps 

Throughput filtering time constant ( thruf ) 50 

Minimum β  value 0 

Maximum β  value  1 

ATF PSC control time window  0.5 ms 

ATF PSC target fairness index ( NRT
ett argΦ )  0.5 or 0.9 

ATF PSC step size (η )  0.1 

ATF PSC filtering time constant  10 

Simulation time span 30 s 

Number of realizations for each point 10 

 

Figure 2.17 shows the system fairness index calculated using (2.48) for different cell loads. We run 
simulations with two different ATF target fairness indexes: 0.5 and 0.9. It can be observed that ATF is 
successful to achieve its main objective, which is to guarantee a strict fairness distribution among the 
MTs. This is achieved due to the feedback control loop that dynamically adapts the parameter β  of 
the ATF priority function (see (2.46)). As expected, MMF provided the highest fairness, very close to 
the maximum value of 1, while MR proved to be the most unfair strategy. PF presented a trade-off 
between MMF and MR. The advantage of the ATF algorithm in comparison with the others is that it 
can be designed to provide any required fairness distribution, while the classical PSC strategies are 
static and do not have the freedom to adapt themselves and guarantee a specific performance result. 
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Figure 2.17 – Comparison of utility-based packet scheduling algorithms regarding the system fairness index. 
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The total cell throughput for different cell loads is shown in Figure 2.18. As expected, MR was able to 
maximize the spectral efficiency, while MMF presented the lowest cell throughput. Since PF is a 
trade-off between MR and MMF, its performance lied between them. Looking at Figure 2.17, one can 
expect that depending on the value of the AF target fairness index, the AF resource efficiency would 
be somewhere in the middle between the performances of MMF, PF and MR. This can be observed in 
Figure 2.18. On one hand, when the AF target fairness index is set to 0.5, AF works as a hybrid 
scheduling policy between PF and MR. On the other hand, the AF performance in terms of total cell 
throughput lies between MMF and PF when the target fairness index is set to 0.9 
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Figure 2.18 – Comparison of utility-based packet scheduling algorithms regarding the total cell throughput. 

4) Simulation Results for RT Services 

The simulation parameters used for the evaluation of the utility-based PSC algorithms in the scenario 
with RT services are presented in Table 2.13 and Table 2.15. 

The metrics used for evaluation and comparison of the investigated packet scheduling algorithms 
were: 

• Total cell throughput (indication of the system spectrum efficiency); 

• Fairness index, according to (2.63). 

In Figure 2.19 the results for fairness are shown. We can see that the two extremes are clear: D-FIFO 
provides the best fairness while PF is the worst. In particular, PF shows a monotonically behaviour, 
decreasing with the increase of the load and D-FIFO keeps a fairness value of 1 starting from 750 
users. This high fairness comes at the expense of high delays and low satisfaction because D-FIFO is 
not efficient in the resource allocation. M-LWDF, UEPS (a = 0.2), LWT (α = 0.5) and ADF (dynamic 
τ) have an intermediate behaviour between D-FIFO and PF, in accordance with our expectations. One 
can notice that there is a point in system capacity where LWT and M-LWDF increase their fairness 
very fast to values close to one. This is due to the fact that when the system approaches an overload 
situation, the delay term in their priority functions (see (2.59) and (2.66)) becomes more and more 
important in the scheduling decision in comparison with the channel state. Notice that this influence of 
the delay term is stronger in LWT than M-LWDF, since the fairness of the former starts to increase 
sooner than the latter. The UEPS algorithm shows higher delay-based fairness than LWT for low 
system loads and is able to provide stable fairness in high system loads without saturating the buffers 
of the users, due to the specific properties of employed utility function. However, ADF presents even 
more stable delay-based fairness because it is able to keep the target of 0.9 that we set for these 
simulations. 
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Table 2.15 – Simulation parameters. 

Parameter Value 

Link adaptation  Discrete (QPSK, 16-QAM) 

Power allocation Equal power among sub-carriers 

Traffic model  Delay-sensitive full buffer  

with discrete packets 

Packet size 32 bytes 

Inter-arrival time 2 ms 

Delay requirement ( req
jd ) 100 ms 

Delay filtering time constant ( delayf )  10 

Minimum τ  value 0 

Maximum τ  value  1 

ADF PSC control time window  0.5 ms 

ADF PSC target fairness index ( RT
ett argΦ ) 0.9 

ADF PSC step size (λ )  0.1 

ADF PSC filtering time constant  10 

Simulation time span 15 s 

Number of realizations for each point 50 
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Figure 2.19 – Comparison of utility-based packet scheduling algorithms regarding the system fairness index. 

In Figure 2.20 the cell throughput is given. As expected, the worst performance was presented by D-
FIFO, because it only takes the delay information into account, which may lead to an inefficient 
resource allocation. The other algorithms, which give more importance to the channel quality and use 
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the resources more efficiently, show similar behaviour with higher spectral efficiency. UEPS and 
LWT present slightly lower cell throughput than M-LWDF and ADF for the majority of the load range 
considered in the simulations. Looking at Figure 2.19 and Figure 2.20, one can conclude that M-
LWDF, UEPS (a = 0.2), LWT (α = 0.5) and ADF (dynamic τ) can achieve a good trade-off between 
resource efficiency and user fairness in a scenario with RT users. The difference is that LWT and ADF 
have scheduling frameworks that allow the adaptive control of a parameter that controls the degree of 
delay-based fairness experienced in the network. Figure 2.19 showed an explicit example how ADF is 
able to perform this strict control of the fairness. 
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Figure 2.20 – Comparison of utility-based packet scheduling algorithms regarding the total cell throughput. 

 

2.3.1.4 General Conclusions 
In this work, we can draw two sets of conclusions regarding the trade-off between spectral efficiency 
and user fairness in OFDMA-based networks: 

• Comparison between combinatorial optimization-based RRA and utility-based PSC in a scenario 
with NRT services; 

The first comparison can be done by looking at sections 2.3.1.2-2) and 2.3.1.3-3). Two RRM 
approaches were evaluated: rate adaptive resource allocation (sub-carriers and power) based on 
instantaneous data rate and utility-based packet scheduling based on average data rate (throughput). 
Comparing the two approaches, one can see clearly the direct relationship between sum rate 
maximization RRA and MR PSC, and also max-min RRA and MMF PSC. Furthermore, possible 
trade-offs were presented, such as sum rate maximization with proportional rate constraints in the case 
of RRA, and PF and ATF in the case of PSC.  

It was concluded from simulation results in a single-cell scenario that is possible to achieve an 
efficient trade-off between system spectral efficiency and fairness using any of the two RRM 
approaches. The total cell throughput and fairness index presented by the rate adaptive RRA were 
higher than the utility-based PSC because the former used power adaptation. 

• Comparison between utility-based PSC algorithms suitable for NRT or RT services. 

The conclusion of the second comparison can be done by comparing the simulation results presented 
in sections 2.3.1.3-3) and 2.3.1.3-4). Analyzing the simulation results we can draw a didactic map of 
the relations between the two objectives mentioned above, which can be seen in Table 2.16. 
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Table 2.16 – Relations between utility-based PSC algorithms, spectral efficiency and fairness. 

 NRT services RT services 

MR High spectral efficiency and 
low throughput-based fairness 

- 

MMF Low spectral efficiency and 
high throughput-based fairness 

- 

PF Static trade-off between 
efficiency and fairness for NRT 
services 

- 

ATF Controllable trade-off between 
efficiency and fairness for NRT 
services 

- 

PF - High spectral efficiency and 
low delay-based fairness 

D-FIFO - Low spectral efficiency and 
high delay-based fairness 

M-LWDF - Static trade-off between 
efficiency and fairness for RT 
services 

ADF - Controllable trade-off between 
efficiency and fairness for RT 
services 

UEPS - Static trade-off between 
efficiency and fairness for RT 
services, higher fairness than 
M-LWDF 

LWT - Controllable trade-off between 
efficiency and fairness for RT 
services 

 

We can conclude that there are PSC algorithms that are able to find the trade-off between efficiency 
and fairness, such as PF (for NRT services) and M-LWDF or UEPS (for RT services). However, these 
algorithms are only able to provide a static trade-off. The main advantage of the ATF, ADF and LWT 
algorithms is the fact that they provide a dynamic and controllable trade-off according to the cellular 
operator’s objectives. We presented simulation results in Figure 2.19 and Figure 2.20 that exemplified 
the dynamic control of the trade-off by using the ATF and ADF algorithms. 

2.3.2 Radio resource allocation in a multi-cellular setting 
Orthogonal frequency division multiplexing (OFDM) [27] is a widely deployed technology. Provided 
that the cyclic prefix is suitably sized, it is robust against the multipath fading and allows a flexible 
usage of the existing radio resources [28]. Therefore, it has been used successfully for digital video 
broadcasting (DVB-T) and wireless local area networks (e.g., 802.11a). Several emerging standards 
for cellular broadband networks, such as 802.16e (WiMAX) or the future 3GPP Long Term Evolution 
(LTE) [29] are based on orthogonal frequency division multiple access (OFDMA) [30]. In an OFDMA 
system, users are multiplexed in frequency, based on an underlying OFDM system, i.e. each user is 
assigned a different sub-channel. In multi-cellular environments inter-cell interference, caused by 



216715 NEWCOM++  DR9.2 

  

Reference DR9.2  

50 / 107 

neighbouring cells using the same frequency band, is the main factor affecting the system 
performance. 

Inter-cell interference can be mitigated in several ways. 

• Code division multiple access (CDMA)-based systems, use different scrambling codes in 
different cells to decorrelate the users and reduce the interference.  

• Conventional FDMA/TDMA systems (like GSM) reduce the interference power by using 
different sets of frequencies in neighbouring cells by employing a frequency reuse pattern.  

• A third possibility is to apply space-division multiplexing (SDM). Base stations and/or mobile 
terminals are equipped with multiple antennas: the extra degree of freedom given by the 
antenna arrays is employed to spatially filter the co-channel interference.  

Recently, dynamic resource allocation has been studied in multi-cell scenarios as efficient means to 
reduce interference among neighbouring cells. The aim is to assign radio resources to the users using 
some optimization criterion so that the co-channel interference is reduced and a full reuse of the 
existing radio resources is possible. There are several algorithms proposed in literature. In the case 
resource allocation is performed just on the base of the position of the users within the cell we refer to 
static resource allocation (SRA) algorithms [32]-[34] otherwise to dynamic resource allocation (DRA) 
algorithms. DRA algorithms can be classified on the base of the amount of coordination between the 
cells [35]: the different schemes range from completely centralized approaches [39]-[44], where one 
single entity controls everything, to fully distributed algorithms [45]-[50], where the cells do not 
exchange explicitly any information. Because DRA algorithms are usually very complex, most of the 
research has been focused on the downlink scenario. Nonetheless, some authors have investigated the 
impact of DRA algorithms defined also for the uplink [51]-[53]. 

Since DRA algorithms are mainly designed to exploit channel and multi-user diversity, they can be 
easily extended to exploit spatial diversity as well. The literature on resource allocation for systems 
equipped with multiple antennae is rather developed [54]-[61]. 

Extra interest in the problem of efficient DRA has very recently been arisen by the definition and the 
implementation of the femtocell network concept [62]-[67]. In future systems it is envisaged the use of 
radio hubs with very limited coverage whose deployment does not require any radio planning. For the 
viability of such networks the existence of good DRA algorithms is a necessary condition. 

2.3.2.1 DRA algorithms 

Problem formulation 

In the following we will focus our interest mainly on DRA in the downlink. The multi-cell scenario is 
characterized by cellsN  neighbouring cells that transmit over the same bandwidth, divided in N  
orthogonal subcarriers. Within each cell there is a BS and several multiple UEs. Because of the 
presence of inter-cell MAI, interference needs to be taken into account and the measure of the channel 
quality is the Signal-to-Interference-plus-Noise Ratio (SINR). The SINR for user k situated in cell j , 
calculated on subcarrier n is 
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where ( )( )l
kG n  is the squared value of the channel gain between the BS in cell l and the user k 

calculated on subcarrier n, ( )l
np  is the power transmitted in cell l on subcarrier n. The problem is 

complex and is usually solved by sub-optimal algorithms. Centralized algorithms offer better solution 
but are nonetheless extremely complex, distributed algorithms require less information and are usually 
easier to implement. 
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Centralized schemes 

Base station coordination has emerged as a means to mitigate downlink co-channel interference. 
Ideally, if both data and channels of all users could be shared in real time, adjacent base stations could 
act as a large distributed antenna array and could employ joint beamforming, scheduling, and data 
encoding to simultaneously serve multiple co-channel users. However, a much lower level of 
coordination may be assumed in practice, depending on the bandwidth of the backbone network 
connecting the access points. 

Centralized RRM schemes are characterized by the presence of a central entity, which is connected to 
all BSs and has full knowledge of the channel state information (CSI) for all users in all sub-carriers in 
all cells. This central controller is responsible for the allocation of all system resources, such as groups 
of sub-carriers, transmission power and modulation formats. The main limit of centralized schemes is 
their complexity and overhead: in most networks the amount of resources needed to feedback the CSI 
of all UEs, the computational effort necessary to generate the resource allocation and the signalling 
overhead to send the assignment information to the users make the centralized approach unfeasible. 
Nevertheless, centralized schemes are expected to provide the optimal allocation solution and thus 
represent an ideal benchmark for comparison with more realistic distributed schemes. 

In [39] allocation is performed following a margin adaptive approach so as to minimize the overall 
transmission power while providing a given transmission rate to each user. To simplify the solution of 
the allocation problem the authors adopt just one transmission format per user and formulate it as a 
mixed integer linear programming problem. The performance loss due to the use of a single 
transmission format implies that the required SINR is the same for all subcarriers, i.e. 

( )k kSINR n SINR=  and is partially compensated by the exploitation of the multi-user diversity. In 
fact, as a consequence of resource allocation, the mean value of the gains of the assigned channels is 
larger than in the case of channel-independent allocation. The larger the number of users, the larger is 
the set of channels over which to perform the allocation and the larger is the multi-user diversity gain. 
Thus, link adaptation becomes progressively a less effective measure. Introducing the binary 
allocation variable ,k nx , which is set to 1 if channel n is assigned to user k and 0 otherwise, and 
assuming that in the system there are K users in Ncells, the centralized resource allocation is formalized 
as the following constrained minimization problem 
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where U(j) indicates the set of users in cell j and Q is a suitable large positive number. Constraints (1) 
are logic constraints, forcing power ( ) ( )jp n  to be 0 if sub-carrier n is not assigned in cell j. 
Constraints (2) state that, if user k is assigned sub-carrier n (i.e., if , 1k nx = ), the assigned power must 
be such that SINR requirements are satisfied. Constraints (3) state that at most one user per cell can be 
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assigned to a given subcarrier. Constraints (4) require that kr  sub-carriers must be assigned to each 
user k to satisfy the users’ rate requirements. Problem (2.68) is a mixed integer linear programming 
(MILP) and has a complexity that grows exponentially with the number of users. A heuristic solution, 
based on a network flow approach, consists in iteratively solving a relaxation of the MILP formulation 
(2.68). The MILP formulation obtained by relaxing the interference constraints (2) can be solved in 
polynomial time by decomposing problem (2.68) into cellsN  minimum cost flow problems. Channel 
allocation is then performed by iteratively solving the allocation problem in each cell and updating the 
resources costs in a centralized controller. 

In [44] the authors cast the joint user scheduling and power allocation problem as a constrained non-
convex optimization: the objective function (utility) to be maximized is the weighted system sum rate 
subject to per-base-station power constraints. The scheduling weights account for possibly different 
priorities of the users. The problem is NP-hard and the paper presents three iterative suboptimal 
algorithms that attain near-optimum results. 

Distributed schemes 

Centralized RRM produces near-optimum channel allocation at the expense of high signalling 
overhead, so distributed schemes are a realistic alternative to the centralized ones. Distributed DRA 
algorithms are usually iterative since there is no central entity responsible for receiving measurement 
reports or distributing resources to UEs or BSs. 

In [48] the DRA problem is formulated as a margin adaptive problem with rate constraints defined per 
each user. Due to the interactions and dependencies between multi-user resource allocation per cell 
and multi-cell interference per sub-channel, the complexity of the original formulation is too complex 
to be practically tractable. Therefore, the authors propose a distributed criterion to ensure that 
distributed power control will necessarily converge for each subcarrier. The proposed criterion is 
based upon an upper bound on the spectral radius of the interference matrix on each subcarrier. 
Accordingly, resource allocation is split into three steps: subcarrier allocation, which selects the best 
subcarriers for each user, SINR target setting, which determines a SINR target set per user that enables 
to reach the target data rate, while enforcing the convergence of distributed power control, and finally 
distributed power control. 

The work in [51] presents a DRA algorithm for the uplink that could be easily adapted to the 
downlink. Similar to [40], the allocation problem aims to minimize the transmitted power fulfilling 
rate constraints for each user in the cell. In this case, each cell allocates iteratively its resources aiming 
at maximizing its own objective function. Lacking centralized information, the proposed algorithm 
needs to be iterative since the allocation in a particular cell interferes with the allocation in all other 
cells. The convergence of the proposed scheme is guaranteed by progressively reducing the cell load 
until a stable traffic configuration is found. 

MIMO scenario 

In coordinated MIMO systems a set of cooperative transmitters are jointly exploited to outperform the 
performance of conventional systems. A coordinated system may comprise different types of 
transmitters that could be interconnected through fibre cable or by using the radio interface. In the 
former case these entities are referred to as Remote Radio Units (RRU), if transmitters are not base 
stations, or as coordinated cells, on the contrary. In case of wireless backhauling, these entities are 
called relay nodes (RN). 

The usage of multisector and/or multisite cooperation has been proposed as a candidate technique for 
future wireless systems to increase spectral efficiency, especially in the cell edge. MIMO-aware 
scheduling can be performed in OFDMA systems, such as the LTE, where eNode-Bs decide on 
resource allocation based on indicators that the UE feeds back (CQI, and PMI). However, change of 
MIMO mode is not a fully dynamic process but a semi-static one. In LTE, a simple coordinated 
multipoint transmission can be performed based on information exchanged by the eNode-Bs through 
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the inter-eNode-B interfaces (X2). This information can be related to long term distribution of radiated 
power over the resource grid or can express the weakness of some resources to interfering power. 

LTE-Advanced is studying more elaborated coordination schemes including techniques related to 
enhanced interference cancellation or cooperative MIMO. Techniques have been divided in two big 
groups: joint processing and scheduling/beamforming. 

The main gain from coordinating multiple BSs is the interference mitigation possibility by reducing 
the impact of multi-sector interference. Moreover, joint signal processing techniques allow exploiting 
positively this interference resulting in some diversity gain. 

The interference avoidance using dynamic coordination schemes gained a lot of interest in literature, 
and two main areas of study were formulated. One possibility is to apply the beamforming antennas to 
minimize the interference by focusing the transmission or reception in the direction of a particular 
terminal. On the other hand, the transmissions of neighbouring base stations can be coordinated further 
using the multipoint coordinated processing (transmission/reception), thus almost completely 
eliminating inter-cell interference [35].  

Different aspects of multipoint MIMO coordination have been studied in [56], as a candidate solution 
to reduce inter-cell interference and consequently enhance the gains achieved by MIMO. A 
coordinated wireless network was investigated, where multiple base stations are connected to a central 
station where multi-user (MU)-MIMO precoding is jointly performed for all coordinated base stations. 

a) Coordinated scheduling approach 

One aspect of multipoint coordination can be the joint resource allocation including coordination for 
inter-cell interference avoidance. Several algorithms have been proposed in the literature, which focus 
on different methodology of coordination. 

In [43] an optimal and a sub-optimal inter-cell scheduling strategy have been proposed, both of which 
coordinate the transmission of interfering cells. The proposed algorithms were derived using the 
Utility Theory, assuming the fully coordinated system (all cells are coordinated by one entity) and 
partial coordination in clusters of three cells. The efficiency optimization is performed assuming 
different levels of knowledge of interfering signals within and outside the coordination cluster. The 
optimization problem, given the power allocation profile, can be defined as: 
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where K is the number of users in the entire network, M is the set of users served in cell n, ( )⋅iU  is the 
utility function of user i, xil denotes whether subcarrier l is allocated to user i (where xil = 1 means that 
whether sub-carrier l is allocated to user i), and Fn is the set of sub-carriers available to the users in M. 
[ ]tTi  is the average throughput of user i at slot t, and can be expressed by using an exponentially low-

pass filter as (2.37). The instantaneous throughput ri[t] can be defined as: 
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where Δf is the sub-carrier bandwidth, and [ ]l
P
il SC  is the maximum reliable transmission capability on 

subcarrier l for user i under this sub-carrier’s allocation strategy Sl in the entire network. Then the 
optimal scheduling strategy of subcarrier l at slot t for subcarrier l denoted by ][* tSl  satisfies: 
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where [ ]l
P
il SC  is calculated using the modified Shannon formula: 
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with SINRil calculated using (2.67), BER being the targeted bit error rate, and Mint denoting the set of 
users who are in the interfering cells and allocated subcarrier l. The first partial derivative of [ ]l

P
il SC  

with respect to xil can be calculated as follows: 
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where Pjl and gjl are the transmit power of user j on subcarrier l and channel gain between user j and its 
serving cell antenna respectively. P(n,i)l is the transmit power on subcarrier l for user i served by cell n 
and g(i,j)l is the channel gain on subcarrier l between user i’s serving cell antenna and user j. Cinter 
denotes the interfering cell antenna set [43]. 

Since the described optimal solution is not practical, a sub-optimal strategy has been proposed in [43] 
where the coordination is performed in clusters comprising three cells. Thus, the interference from 
cells outside the coordination cluster is calculated only using the estimates of pathloss and shadow 
fading. 

The idea of coordinated scheduling, with MIMO SDMA technique employed, has been investigated in 
[61]. The issues of distributed dynamic resource allocation (DRA) in the downlink of a broadband 
wireless packet network with multiple access points and adaptive antennas have been analyzed. A 
several DRA strategies for efficient allocation in a distributed environment are proposed, such as 
Distributed Max-Min Fit (DMMF) and Distributed Reverse Fit (DRF), which are based on the Max-
Min Fit criterion. Moreover, the novel concept of Nulls Preallocation, where each Access Point (AP) 
reserves some beamforming nulls for the most interfered users of neighbouring cells, and the Power 
Shaping technique (PS-DRA), which efficiently exploits static power preallocation on time slots have 
been deeply investigated. 

A novel inter-cell interference avoidance scheme is presented in [41], in which the downlink OFDMA 
subchannels are allocated through inter-cell coordination in a multicell environment. The proposed 
scheme not only aims to achieve maximized network throughput but also focuses on providing 
improved throughput for cell or sector edge users that are most affected by inter-cell interference. The 
scheme is comprised of two different algorithms; one at the base station level, and the other at a 
central controller to which a group of neighbouring base stations are connected. Depending on the 
reported UT channel states, each BS performs an initial scheduling using iterative Hungarian 
algorithms and sends a potential “collision” list (list of resource blocks strongly affected by 
interference) to the central controller. Then the central entity solves any possible conflicts by 
restricting transmission in certain resource blocks by specified BSs. 
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b) Coordinated beamforming approach 

A very promising concept, which is extensively studied in the literature, is the inter-cell interference 
avoidance by coordination of the MIMO beamforming process in neighbouring BSs. In [42] two types 
of coordination are considered: the capacity-achieving technique based on dirty paper coding (DPC), 
and a simpler technique based on zero-forcing (ZF) beamforming with per-antenna power constraints. 
Different scenarios of coordination are considered with both the distributed and co-located antennas, 
assuming that the scheduling process in performed jointly for sectors with co-located antennas. 

In [60] authors consider the benefit of coordinating base-stations across multiple cells in a multi-
antenna beamforming system, where multiple BSs may jointly optimize their respective beamformers 
to improve the overall system performance. This paper focuses on a downlink scenario where each 
remote user is equipped with a single antenna, but where multiple remote users may be active 
simultaneously in each cell. The beamformer design problem in this paper consists of minimizing total 
transmit power across all BSs subject to SINR constraints at the remote users The main presented idea 
is to exploit the uplink-downlink duality for multi-cell systems to derive the optimal downlink 
beamforming for each of the coordinated BSs. The resulting proposed algorithm is capable of finding 
the joint optimal beamformers for all base-stations globally and efficiently with its distributed 
implementation. 

In [58] HSDPA cellular architectures where base stations coordinate to serve multiple users is 
considered. These base stations are assumed equipped with smart antenna systems which generate 
pilot beams according to a predefined algorithm, collect only an SINR report from the users, and 
provide opportunistic scheduling. A modification of the well known Joint Opportunistic Beamforming 
and Scheduling algorithm is proposed to include the inter-cell coordination. The main advantage of the 
proposed algorithm is the low feedback requirement when compared to other coordination schemes. 

Femtocells 

Over the last 100 years, the wireless capacity has increased due to some factors, such as: wider 
spectrum, division of the spectrum into smaller slices, better modulation schemes, and reduced cell 
sizes and transmit distance. There is no doubt that the last factor was the one that provided the largest 
gains, which come from the efficient spatial reuse of spectrum or, alternatively, higher area spectral 
efficiency  

A recent development is femtocells, also called home base stations (BSs), which are short-range low-
cost low-power BSs installed by the consumer for better indoor voice and data reception. The user-
installed device communicates with the cellular network over a broadband connection such as digital 
subscriber line (DSL), cable modem, or a separate radio frequency (RF) backhaul channel. While 
conventional approaches require dual-mode handsets to deliver both in-home and mobile services, an 
in-home femtocell deployment promises fixed mobile convergence with existing handsets. Compared 
to other techniques for increasing system capacity, such as distributed antenna systems and microcells, 
the key advantage of femtocells is that there is very little upfront cost to the service provider [62].  

The key arguments in favour of femtocells are the following [62]: 

• Better coverage and capacity. Due to their short transmit-receive distance, femtocells can 
greatly lower transmit power, prolong handset battery life, and achieve a higher signal-to-
interference- plus-noise ratio (SINR). These translate into improved reception and higher 
capacity. 

• Improved macrocell reliability. If the traffic originating indoors can be absorbed into the 
femtocell networks over the IP backbone, the macrocell BS can redirect its resources toward 
providing better reception for mobile users. 

• Cost benefits. Femtocell deployments will reduce the operating and capital expenditure costs 
for operators. The deployment of femtocells will reduce the need for adding macro-BS towers. 

• Reduced subscriber turnover. Poor in-building coverage causes customer dissatisfaction, 
encouraging them to either switch operators or maintain a separate wired line whenever 
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indoors. The enhanced home coverage provided by femtocells will reduce motivation for 
home users to switch carriers. 

The capacity benefits of femtocells are attributed to [62]: 

• Reduced distance between the femtocell and the user, which leads to higher received signal 
strength. 

• Lowered transmit power, and mitigation of interference from neighbouring macrocell and 
femtocell users due to outdoor propagation and penetration losses.  

• As femtocells serve only around one to four users, they can devote a larger portion of their 
resources (transmit power and bandwidth) to each subscriber. A macrocell, on the other hand, 
has a larger coverage area (500 m – 1 km radius) and a larger number of users; providing 
quality of service (QoS) for data users is more difficult. 

There are several technical challenges related with physical, MAC and network layers in femtocell 
networks [62]. Open research topics on RRM for both broadband (data) and voice femtocells are: 

• Spectrum Allocation. The 3GPP LTE and WiMAX standards ensure intra-cell orthogonality 
among macrocellular users and mitigate inter-cell interference through fractional frequency 
reuse. Due to the absence of coordination between the macrocell and femtocells, and between 
femtocells, decentralized spectrum allocation between macrocell and femtocell users is an 
open research problem that can provide answers to the following questions: 

o Should macrocell and femtocell users be orthogonal through bandwidth splitting? Is 
there an “optimal” splitting policy? How does this vary with the femtocell density? 

o Alternatively, with shared bandwidth (i.e., universal frequency reuse), what fraction of 
the spectrum should the macrocell and femtocells assign their users? 

o Which of these two schemes is “better” in various configurations? 
• Interference Management. An interference avoidance approach wherein users avoid rather 

than suppress mutual interference is more likely to work well in geography-dependent 
femtocell networks. The low cost requirement is likely to influence the design of low-
complexity femtocell BS receivers (e.g., simple matched filter processing) and low-
complexity transmission schemes for sensing nearby available frequency channels to avoid 
collisions. Interference avoidance can be achieved by means of frequency and time hopping 
[63], directional antennas [63], adaptive power control [64] and frequency planning [65]. 

• MIMO Femtocells. Femtocells can perform temporal link adaptation through adaptive 
modulation and coding; additionally, MIMO spatial link adaptation will enable a femtocell to 
switch between providing high data rates and robust transmission. High data rates are 
obtainable by transmitting multiple spatial streams (spatial multiplexing) over high SINR 
links. Over low SINR links, MIMO provides robustness through open and closed loop 
diversity schemes such as space-time codes and beamforming [54]. It would be interesting to 
analyze the effect of channel state information errors induced by co-channel interference on 
MIMO femtocell performance. 

• Self-Organization. LTE and WiMAX networks require a higher level of self-organization at 
both macro/micro BSs and Home NodeBs (HNB) because of the flat network architecture. 
Cooperation is required among BSs and HNBs for successful handover and RRM information 
exchange [66]. To allow adaptation to changes in the network environment (i.e., configuration 
and properties of neighbouring macrocells/femtocells) an ongoing measurement and self-
optimization process is performed to adapt parameters such as scrambling code, pilot- and 
maximum data transmit power, and the neighbour list. This ensures minimal impact on the 
macrocellular network and ensures that femtocell performance is maximized under the given 
constraints [67]. 

• Auto-Configuration of Transmit Powers for Co-Channel Operation. One aspect of the 
auto-configuration process is the configuration of the downlink and uplink transmit powers for 
pilot and data. This is a particularly critical issue when the femtocells reuse the same 
frequency band as an existing macrocellular network, since the powers define the femtocell 
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coverage area and have an impact on the interference, handover signalling, and dropped call 
rate [67]. 

 

2.4 Game Theory for Optimization of RRM, Distributed Algorithms for CR  

Game theory [68], [69] a powerful tool for analyzing conflict situations, strategic interactions among 
agents (the players), their behaviour, and possible equilibrium solutions of these situations. As 
mentioned in the first WPR9 deliverable [70]: Our general objective in Working Group 3 (WG3 - 
Game theory for optimisation of RRM, distributed algorithms for Cognitive Radio) is to consolidate 
partners’ research in the direction of modelling the conflicting and competitive behaviour of the 
cognitive network users and nodes as a dynamic and flexible resource-sharing game, as well as of 
algorithms development for the desired demeanour towards efficient radio-resource usage.  

Here below, we consider a large set of transmitters to share a limited set of frequency bands (channels) 
to communicate with a unique receiver. When there exists a central controller (normally the receiver) a 
capacity achieving power allocation can be implemented by using an iterative water-filling algorithm 
[71][72]. In this case, the central controller knows the transmission parameters and instantaneous 
channel realizations of each transmitter over each channel. Thus, it is able to solve the global 
optimization problem and feed back the optimal power levels to each transmitter. However, in the 
absence of a central controller or the impossibility to interchange signaling messages between the 
transmitters to obtain a complete information of the network, achieving capacity becomes a non-trivial 
task [73]. Here, game theory has played a remarkable role, but solutions remain being highly 
suboptimal due to the lack of global information [74]. 

Below, we present our results in distributed mechanisms of dynamic allocation of resources for 
Cognitive Radio (CR) using game-theoretic approach, which in particular could be suitable for the up-
link. These resources are considered as orthogonal channels, e.g. OFDM subcarriers. In our OFDMA-
based network scenario, multiple CR nodes are secondary users of the network. Each node is able to 
detect available spectrum, and its goal is to acquire radio resources, and maximize the throughput at a 
minimum cost, expressed in energy consumption. In our considerations we do not care how the 
achieved data rates are mapped to data streams. For a proof of concept we also assume that a CR-node 
can acquire any subset of available subcarriers (SCs), and that there exists a collision-avoidance 
mechanism, used to prevent nodes from trying to access the spectrum at the same time instant. We 
study two scenarios, in which the players are deliberately limited in their accessible resources: 1) the 
taxation of resources, where the players are allowed to use different channels, and do not interfere; and 
2) the resource bandwidth limiting with successive interference cancellation of the players. 

2.4.1 Taxation of resources in OFDM-based CR 
An intelligent Control Unit (CU) of a CR node makes decision concerning which SCs and how many 
of them it will use for the transmission. It can be considered as an element of the broader concept of 
the cognitive engine [71]. The CU acts as a player in our game for resources. In order to prevent a 
single player from occupying all resources, we limit the maximum number of SCs a node can acquire 
at a time, introduce the “social consciousness” mechanism such as network capacity factor in the 
utility function and employ resource taxation. Resulting throughput depends on the power levels 
allocated to acquired SCs, and we assume that this is done in an optimal way based on the so-called 
water-pouring principle [76]. After the application of water-pouring (calculation of the water-level), it 
may turn out that some SCs acquired cannot be used for the transmission with assumed reliability (due 
to their poor quality). In such a case, they are returned to the pool of available resources. 

Let us define our game, which each CU plays against the other users. The elements of this definition 
are the players, the strategies, and the payoffs. 
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2.4.1.1 The players and their strategies 
Following the spectrum-sensing algorithm, the CU of a CR-node can make decision on the number of 
acquired SCs. If there are N available SCs, K nodes, and each one can take any subset of these SCs 
(but no more than I SCs), the problem of finding the game solution becomes extremely complex. This 
is because the game is K-dimensional, and the number of possible outcomes of the game equals: 

 [ ]KI

i iNi
N∑= −=Ω

0 )!(!
!  (2.74) 

Thus, analyzing the existence of the Nash equilibriums becomes very complex particularly for high I, 
N and K values. As shown above, it is crucial to narrow the space of our analysis. For this purpose we 
let each CU take decisions independently while treating the rest of the players as one player (the CR-
nodes community), and by eliminating its strategic choices which are disadvantageous. Naturally, a 
selfish player would occupy the maximum of available SCs, because such an action would maximize 
its throughput. However, from the fairness point of view, this behaviour would decrease the number of 
users served. The problem is related to the classical common resource utilization dilemma known as 
the Tragedy of Commons ([77]), which shows that selfish behaviour of the common-resource users 
leads to inefficient (even the poorest possible) utilization of these resources. 

In order to eliminate disadvantageous strategic choices (eliminate dominated strategies [69]), we 
simply assume that, when a CU wants to use a number of i subcarriers, for sure these should be i 
strongest SCs (of the highest Carrier-gain-to-Interference-and-Noise Power Ratios (CINRs)), because 
making use of the strongest SCs results in highest spectral efficiency. A single player does not care, 
how efficient the other players are in utilizing their acquired resources, i.e. what are their CINRs at 
various SCs, but rather how many of these SCs the other players (all together) are going to use. The 
number of occupied SCs affects the network ability to serve the incoming users including the users 
who are already being served, but would like to acquire more resources in the future. 

Thus, in our considered case, the game for each player becomes two dimensional only, and the number 
of possible game outcomes to be analyzed is significantly reduced: NI ×=Ω red . 

To summarize, the strategies of a CU are all possible numbers of the strongest detected SCs (from 0 to 
I). The strategies of the rest of the CR-nodes community are the numbers of  SCs this community may 
occupy all together. Moreover, the game is dynamic, i.e. the players take decisions subsequently 
thanks to the collision-avoidance procedure. 

2.4.1.2 The payoffs 
The payoff at each stage of the game is the value of the utility function and exhibits the game 
outcome, when the CU player chooses strategy i (i strongest SCs) while the rest of the community 
occupies j subcarriers. For our game, we suggest that the payoff reflected the normalized throughput 
(throughput divided by the subcarrier distance Δf ) achieved by the CR-node and the network potential 
to serve other users (related to the notion of fairness). Thus, the proposed payoff function for player k 
(at the kth stage of the game), who acquires i SCs (i ≤ I), while the rest of the CR-nodes community is 
expected to occupy j SCs equals: 

 { } ,)]()(1[log1~
2, ikk

s
ssjik jiNffP

N
i

τγαζ −−−⋅
⎭
⎬
⎫

⎩
⎨
⎧

⋅+= ∑
∈S

  (2.75) 

where )/(|)(|)( 00
2 IN +Δ= ffHf ssγ  is the CINR at the SC frequency fs , whose index s belongs to 

the set Si of indices of i strongest SCs (the cardinality of Si is i), H(fs ) and P(fs ) are the channel 
characteristic and the power level allocated to this SC frequency fs respectively, N0 is the noise power 
spectral density, I0 is the interference power, Δf is the SCs distance, α is the factor depending on the 
assumed Bit Error Probability (BEP) Pe, and Nk is the number of available SCs at the game stage k, i.e. 
for user k. (Note that for M-QAM, α can be approximated by )5,0ln(/5,1 eP−=α or more precisely 
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as in [76]) Let us note, that the optimal power level P(fs ) allocated to SCs should be calculated 
according to the water-pouring principle, assuming that CINR values are perfectly known by the CU, 
i.e. the CSI is perfect, although in reality the player uses estimated CINR for each chosen subcarrier 
frequency fs . The first factor in (2.75) represents the potential throughput of a single player at the kth 
stage of the game, while the second one represents the network potential to serve other players at 
subsequent game stages. This way, the players factor the social aspect of the network (to serve 
multiple users) in their decision-making. Finally, ikτ  is the tax value, that a player k has to “pay” at 
the kth stage of the game. This tax value should depend on the amount of resources used by a player. 

jik ,
~ζ  represents the profit (revenue minus cost), and thus, if a single player faces poor channel-quality, 

and yet occupies a lot of SCs, its profit should be small or even negative due to poor spectral 
utilization and relatively high tax “to pay”. Taxes should bring pressure to bear upon desirable players’ 
behavior and the Pareto-optimal solution of the game. However, calculation of such an optimal tax is 
quite a difficult task, requires the knowledge of the CINRs at all SCs for all links, and results in many 
tax values specific for every player. These calculations can be done only centrally, e.g. at a base 
station, from where the tax values (and their updates every time the CINRs change) can be 
broadcasted. In our considered CR network, all decisions are expected from the intelligent CU. 
Therefore, we look at a simplified case of common (for all nodes) and invariant (with respect to 
CINRs changes) way of taxing the resources. Moreover, we concentrate on the linear taxation and 
arithmetically-progressive taxation. In both cases the tax can be defined as follows: 

 )(    :],1[ τ0 Δ⋅+⋅==∈∀ iiKk iik τττ , (2.76) 

where )( τ0 Δ⋅+ iτ  is the tax rate determined by the arithmetic progression, with the first element τ0 and 
the common difference Δτ. Both τ0 and Δτ should be carefully adopted to the number of SCs, the 
number of players and their anticipated behaviour. Let us note, that if Δτ = 0, the above formula 
defines the linear taxation, i.e. the tax value is a linear function of the number of acquired SCs. If 
Δτ > 0, the taxation is arithmetically-progressive. Both parameters τ0 and Δτ should also depend on the 
average Signal-to-Interference-and-Noise ratio (SINR) (averaged over all SCs) experienced by CR-
nodes in the system. Too high taxes encourage every player to not use any subcarrier, and results in 
poor usage of available resources, if the nodes SINRs are low. 

Finally, the payoff of the other player, here referred to as “the rest of the CR-nodes community” is 
defined as the number of SCs that can be potentially occupied by this player: 

 j
jik =

,
ψ , (2.77) 

Although the values of payoffs decrease with increasing j: 

 1,,
~~   :]1,0[  ],0[ +≥−−∈∈ ∀∀ jikjikk INjIi ζζ  (2.78) 

(equality occurs for i = 0), it is not the case for increasing i: 
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We may conclude the above considerations that there exist the Nash equilibrium for the above defined 
game, i.e. for strategies i* defined by (2.79) and for j = Nk − I. It is well known however, that a Nash 
equilibrium may be far from optimality.  

2.4.1.3 Simulation Results 
For the purpose of our game-model verification and simulations, we have considered the following 
setup: the number of available SCs at the beginning of the game N = 256, the maximum number of 
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SCs each player can take I and the number of competing nodes K satisfy: KI = N (potentially there is 
enough SCs to serve all nodes). Each node is allowed to transmit with the same power limit. For a 
given number of competing nodes K, the total power in the CR-nodes community (being the sum of 
the transmit powers of the CR nodes) has also been fixed, so that if some nodes do not use available 
SCs, the other nodes are allowed to increase their power. Thus, the interference level is constant. 
Moreover, two scenarios have been considered: equal average-SINR case (the ‘E’ case) when the 
average SINR γ = 30 dB is the same for every node due to the Power-Control (PC) mechanism, and 
diverse average-SINR case (‘D’ case) when the PC mechanism has a tolerance of 1.5 dB, so that 
random deviation not exceeding 1 dB from the average SINR is possible for any node. For modern 
cellular systems the PC inaccuracy can be usually around 1.5 dB. This number has been chosen to 
observe differences in the obtained results for both scenarios.  

The channel model considered is the two-paths Rayleigh-fading channel with the delay spread ranging 
from 0 to one fourth of the OFDM symbol, and the average power of the second path being –3 dB 
relative to the average power of the  first path. The simulation time covered the channel coherence 
time, and 1000 channel realizations. The assumed BEP for uncoded QAM modulation is Pe = 10−3.  

In Figure 2.21simulation results are presented for the case of linear taxation of resources, i.e. for Δτ = 0 
and various K and I values  In Figure 2.21a, the spectral efficiency (sum-throughput averaged over the 
number of used SCs is presented, while in Fig. Figure 2.21b the throughput averaged over the number 
of all available SCs N is plotted vs. the tax-rate parameter value τ0. Moreover, these results are 
compared with the Round-Robin (R-R) SCs allocation and with the optimal SCs allocation. The 
optimality here refers only to the spectral efficiency of all-resources distribution, which means that the 
subsequent SCs are allocated to nodes, which experience the highest CINRs at these SCs. 
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Figure 2.21 – Spectral efficiency (a) and the overall throughput averaged over N available SCs (b) vs. the linear 
tax-rate parameter value τ 0  (E – equal average SINR for all nodes, D –diverse SINR with 1 dB max deviation 

from γ ). 

In Figure 2.22a and Figure 2.22b, analogous results for the arithmetically-progressive taxation of 
resources are presented vs. the tax-rate parameter value Δτ (τ0 = 0). Let us note, that for the 
appropriately high tax values, the spectral efficiency is higher in our game model than even this 
optimal allocation of SCs, although the average throughput per SC decreases with an increase of the 
relevant tax-rate parameters: τ0 and Δτ . Low average throughput for high tax-values occurs due to 
poor SCs utilization, which become too “costly” (in terms of low payoff). Moreover, the increase of 
the spectral efficiency, the decrease of the average throughput, and the decrease of the percentage of 
utilized SCs is more gradual for linear taxation than for the arithmetically-progressive taxation (where 
more rapid reaction of the system-model performance to the Δτ  parameter change is observed). Thus 
the calibration of Δτ can be relatively more sensitive to the CSI imperfections than τ0. 
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To summarize, in our game-theoretic model, each player makes decisions independently based on the 
local CSI and the taxation parameters τ0  and Δτ. For the sake of the algorithm efficiency, the payoff 
has been defined so as to reflect the throughput achieved by a CR-node and the network capacity of 
serving the CR-nodes community. For the sake of rationality, taxation of the SCs has been introduced. 
By treating the CR-nodes community as a single observed player, and by introducing the efficiency 
and rationality measures we can approach high overall and nodes’ perceived spectral efficiency, high 
usage of the available SCs and 100% of served nodes with low complexity and in the distributed 
manner as opposed to solutions described in the literature. The base station role is only to beacon the 
tax-rate parameter value in its service area. 
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Figure 2.22 – Spectral efficiency (a) and the throughput averaged over N available SCs (b) vs the arithmetically-
progressive tax-rate parameter Δτ. (E – equal average SINR for nodes, D –diverse SINR with 1 dB max 

deviation from γ ). 

2.4.2 Bandwidth Limiting in Decentralized Vector Multiple Access Channels 
As mentioned above, game theory in distributed RRM often provides solutions which remain 
suboptimal due to the lack of global information. To overcome this suboptimality, imposing 
orthogonal communications between transmitters using only a single channel has been a well-accepted 
solution, e.g., IEEE802.11 networks. Nonetheless, the choices of the total number of available 
channels as well as limiting the bandwidth to a single channel have been done in an ad hoc manner. 
Below, we provide an analysis of the benefits of bandwidth limiting (BL), i.e., reducing the number of 
channels each transmitter can use in vector MAC. More specifically, we provide an answer to the 
following question: is it worth to limit the number of channels each transmitter might use regarding 
the network spectral efficiency? 

We consider two scenarios. In the first scenario, transmitters have to use non-intersecting sets of 
channels. In the second one, transmitters can freely exploit all the available channels. In the second 
case, the receiver implements multiuser decoding and successive interference cancelation (SIC). Here, 
each transmitter is aware of both the decoding order and its respective noise plus interference levels. 
Under these conditions, the optimal decentralized policy for each transmitter to maximize its own data 
rate is to use a water-filling power allocation scheme considering the multiple access interference as 
noise [71]. In both cases, the fact that transmitters maximize their own spectral efficiency 
independently of the others results in suboptimal usage of the spectrum, what is related again to the 
dilemma known as the tragedy of the commons [77].  
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2.4.2.1 System Model 
 

Consider a set { }K,1,= KK  of transmitters communicating with a unique receiver using a set 
{ }N,1,= KN  of equally spaced frequency bands (channels). In the information theory jargon, this 

network topology is known as vector MAC or parallel MAC [78]. Transmitters arrive sequentially to 
the network. Their index in the set K  shows the order of arrival. All the radio devices are equipped 
with a unique antenna. Transmitter K∈k  is able to simultaneously transmit over all the channels 
subject to a power-limitation,  

 ,�1, max,,
1=

knk

N

n
pp

N
k ≤∈∀ ∑K  (2.80) 

 where nkp ,  and max,kNp  denote the transmit power over channel n  and the maximum transmittable 
power of transmitter k . We assume that all transmitters are limited by the same maximum 
transmittable power level, i.e., K∈∀k  and N∈∀n , maxmax, = ppk . 

We denote the channel coefficients in the frequency domain between the receiver and transmitter k  
over channel n  by nkh , . For all N∈n  and for all K∈k , nkh ,  is a realization of a complex random 
variable h  with independent and identically distributed (i.i.d) Gaussian real and imaginary parts with 
zero mean and variance ½ . The channel gain is denoted by 2

,, ||=|| nknk hg . Then, the channel gains 
can be modeled by realizations of a random variable g  with exponential distributions with parameter 

1=ρ , whose cumulative distribution function (c.d.f) and probability density function (p.d.f) are 
denoted by λλ −− eFg 1=)(  and λλ −efg =)( , respectively. The received signals sampled at symbol 

rate can be written as a vector ( )Nyy ,,= 1 Ky  where the entries ny  for all N∈n  represent the 
received signal over channel n . Hence,  

 ,=
1=

wsHy +∑ kk

K

k
 (2.81) 

 where kH  is an N -dimensional diagonal matrix with main diagonal ( )Nkk hh ,,1 ,,K . The N -

dimensional vector ( )Nkkk ss ,,1 ,,= Ks  represents the symbols transmitted by transmitter k  over each 

channel. The power allocation profile of transmitter k , the vector ( )Nkk pp ,,1 ,,K , is the diagonal of 

the diagonal matrix [ ]H
kkk E ssP = . The N -dimensional vector w  represents the noise at the receiver. 

Its entries, nw  for all N∈n , are modeled by a complex circularly symmetric additive white Gaussian 

noise (AWGN) process with zero mean and variance 2σ . 

Regarding the channel state information (CSI) we assume that each transmitter perfectly knows its 
own channel coefficients and the noise plus interference level at each channel. This is the case when 
transmitters are able to sense its environment or the receiver feeds back this parameter as a signaling 
message to all the transmitters. 

We denote the set of channels being used by transmitter k  by kL , i.e., K∈∀k  and kn L∈∀ , 
0, ≠nkp , and km LN \∈∀ , 0=,mkp . Depending on the conditions over each set kL , for all K∈k , 

we consider two different scenarios. 
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2.4.2.2 Scenario 1: Spectral Resource partition 
In this scenario, a given channel cannot be used by more than one transmitter. Thus, this is equivalent 
to define the sets kL  for all K∈k  as a partition of the set N , i.e.,   

• 2),( K∈∀ kj  and kj ≠ , ∅∩ =kj LL ,  

• 2),( K∈∀ kj  and kj ≠ , NLL ⊆∪ kj ,  

• K∈∀k , 0|>| kL .  

Due to the asynchronous arrival of the users, we assume that there exists an order to access the set of 
channels N . We index the transmitters such that transmitter K∈k  arrives in the thk  position. 

2.4.2.3 Scenario 2: Spectral Resource Sharing 
In this scenario we allow several transmitters to use the same channels. Thus, this is equivalent to 
define the sets kL  for all K∈k  as a cover of the set N , i.e.,   

• NLK ⊆∈∀ kk , ,  

• K∈∀k , 0|>| kL .  

We assume that the receiver performs multiuser decoding and successive interference cancelation 
(SIC) at each channel. The decoding order is the same in all channels and it is related to the arrival 
order. Here, transmitter K∈k , arriving in the thk  position, is decoded in the 1+− kK  position. 

To make a difference between scenario 1 and 2 , we use the super index )(i  with { }1,2∈i  for all the 
sets and variables associated with each of them. The noise plus multiple access interference (MAI) for 
transmitter k  over channel n  is denoted by )(

,
i
nkα , where 2(1)

, =σα nk  and njnj
k

jnk gp ,,
1

1=
2(2)

, = ∑ −
+σα , 

where, for all N∈n , 0=0,np  and 0=0,ng . The SINR for transmitter k  over channel n  is denoted 

by )(
,
i
nkγ  and NK ∈∀∈∀ nk and ,  

 .= )(
,

,,)(
, i

nk

nknki
nk

gp
α

γ  (2.82) 

In both scenarios each transmitter K∈k  aims to maximize its own data rate )()( i
kkR γ , i.e.,  
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i
kkR γ+∑γ  (2.83) 

with ),,(= )(
,
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,1

)( i
Nk

i
k

i
k γγ Kγ  subject to its power limitations and independently of the data rate of the 

other devices.  

Assuming that each channel bandwidth is normalized to 1 Hz, a given transmitter k  sets out its 
transmit power levels nkp , , N∈∀n  by solving the optimization problem (OP)  
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 where, for all K∈k , the set 11
(1) \= −∪∪ kk LLNZ K , with ∅=0L , and NZ =(2)

k . Thus, )(i
kZ  is the 

set of channels available for user k  in scenario i . The solution to the OP in (2.84) is given in [78] and 
thus, we only provide the solution hereafter; K∈∀k  and )(i

kn Z∈∀ ,  
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and, K∈∀k  and (1)
kn Z∈∀   

 0.=,nkp  (2.86) 

Here, the operator [ ]+.  is the same as ( )0,.max . Given the sets A , B  and the complement of the 
latter, 'B , in a given universal set, the operation '.=\ BABA ∩  The term β  is a Lagrangian 
multiplier, known as water-level, chosen to satisfy (2.80). The transmit power levels in (2.85) can be 
iteratively obtained by using the water-filling algorithm described in [68]. From expression (2.85), it 
can be implied that )()( i

k
i
k ZL ⊆ . 

Once the OP in (2.84) has been solved, the data rate per channel of transmitter K∈k , is  
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and then, its spectral efficiency kΦ  is  
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 where, )(i
kΩ  represents the fraction of spectrum accessible for transmitter k . Note that due to the 

decentralized nature of the network, the individual spectral efficiency is maximized independently by 
each transmitter. As described in [77], it might lead to significant losses in the network spectral 
efficiency. We study this effect in the next section. 

Let us define the network spectral efficiency (NSE) )(iΦ  as  
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 (2.89) 

for both scenarios, spectral resource partition (scenario 1) and spectral resource sharing (scenario 2 ). 
The analysis of the NSE in the asymptotic regime is presented in [79]. We assume that both the 
number of channels ( N ) and the number of transmitters ( K ) grow to infinity at a constant ratio 

∞<= L
K
N

. Under these conditions, we determine the NSE using BL and provide closed form 

expressions. We have observed that the asymptotic model perfectly describes the system in the finite 
case i.e., when K  and N  are small numbers. 
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2.4.2.4 NSE With BL 
Now, we limit the number of channels each transmitter can use. For the ease of calculations, we keep 
the conditions that both K  and N  grow to infinity at the same rate, i.e., ∞→N , and ∞→K , and 

∞<= L
K
N

. To provide at least one channel to each user, we assume that 1≥L . 

Let us first consider  Scenario 1: Spectral Resource Partition.  When the number of accessible 
channels for transmitter K∈k  is limited to N∈L  channels, the fraction of accessible spectrum 

)BL(1,
kΩ  for each transmitter is  

 .,<Prmin=
2

*)BL(1,
,
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Ω ∞ N
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k λ
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Then, BL has an effect if and only if ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
λ
σβ

2
*�Pr<

N
L

. This condition is equivalent to state that we 

should limit the transmitters to use a smaller number of channels of that used on the absence of BL. 
Hence, under the asymptotical assumptions, we have that  

 ,=)BL(1,
, N

L
k ∞Ω  (2.91) 

 and  
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i
 (2.92) 

In Scenario 2: Spectral Resource Sharing, each transmitter can access all the channels and thus, 
1=(2)

,∞Ωk . When we limit the bandwidth for transmitter k  we impose that (2)
,

BL(2),
, � ∞∞ ΩΩ kk . Then, the 

NSE under BL is  

 .= BL(2),
,

BL(2),
,

1=

BL(2),
∞∞∞ ΩΦ ∑ kk

K

k
R  (2.93) 

We have provided expressions for the NSE in both absence and presence of BL in the asymptotic 
regime. Now, it remains to determine the conditions over which BL brings benefits to the network in 
terms of spectral efficiency. 

2.4.2.5 Optimal Bandwidth Limiting 
In this section, we investigate the existence of an optimal BL point, i.e., optimal values of the fractions 

)BL,(i
kΩ , with {1,2}∈i  such that )(BL),( ii

∞∞ ΦΦ .  

In case of  Scenario 1 (Spectral Resource Partition), to improve the NSE by introducing BL in the 
network, the following condition must be met,  
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In the expression above we show that the optimal BL parameter *L  depends mainly on the network 

load (transmitters per channel, 
N
K

) and the SNR of the transmitters. Note that the factor (1)
∞Ω  is a 

function of maxp , 2σ  and the probability distribution of the channels gains )(λgf  described in 
(2.79). 

In case of  Scenario 2 (Spectral Resource Sharing), we follow the same reasoning as in scenario 1, i.e. 
we improve the NSE by using BL, if  

 .� BL(2),
,

(2)
, ∞∞ ΦΦ kk  (2.95) 

However, under BL we have that (2)
,

BL(2),
, � ∞∞ ΩΩ kk  and thus,  
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Then, we have shown that in the asymptotic regime, any kind of BL does not bring any improvement 
on the NSE. On the contrary, it might introduce significant losses of NSE. 

2.4.2.6 Simulation Results 
Below, we provide numerical results of our mathematical model. We present simulations of the NSE 
obtained in both scenarios as a function of the BL parameter L  for different network loads. In Figure 
2.23, we observe the existence of an optimum BL point for scenario 1. Conversely, in the second 
scenario, the existence of such optimal is not evident, as at a certain point, the NSE is invariant with 
respect of the BL parameter L . 

We compare the optimal BL parameter L  obtained from simulations with that obtained from 
expression (2.94). In Figure 2.24 we plot both results. Therein, we show that the asymptotical 
approximation (2.94) is a precise approximation of the optimal number of channels each transmitter 
must use to maximize the NSE. 

Finally, we show in Figure 2.25 the NSE obtained with absence and presence of BL. In the first 
scenario, we observe a significant gain in NSE when BL is used. This gain is more important for non-
overloaded networks, whereas for quasi full-loaded or overloaded networks ( NK ), the gain 
obtained by BL approaches that of limiting the transmitters to use a unique channel. In the same 
figure, we observe that the NSE appears to be constant for certain intervals. This is due to the fact that 
inside those intervals the optimal BL parameter remains constant, as shown in Figure 2.24. Moreover, 

the gain in NSE is very significant at high SNR ( 2
max=SNR
σ
p

) levels. On the contrary, for low SNR 

levels, small gains in NSE are obtained when the network is low loaded. In Figure 2.26 we plot the 
NSE for several values of SNR in the second scenario. In any case, we observe that there is not 
significant gain when all transmitters use the same BL parameter L . 
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Figure 2.23 – Network Spectral Efficiency (2.89) in bps/Hz as a function of the maximum number of accessible 

channels L. Total number of available channels 50=N , and dB
p
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Figure 2.24 – Optimal BL parameter L (2.94) for scenario 1 as a function of the network load, )(
N
K

. Total 

number of available channels 50=N , and dB
p
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Figure 2.25 – Network Spectral Efficiency (2.89) in bps/Hz for scenario 1 as a function of the network load 

)(
N
K

. Total number of available channels 50=N . 

   
 

Figure 2.26 – Network Spectral Efficiency (2.89) in bps/Hz for scenario 2 as a function of the network load 

)(
N
K

. Total number of available channels 50=N .  

To summarize, in a decentralized vector MAC where each transmitter aims to maximize its own data 
rate by using water-filling based power allocation, the network sum-rate can be improved by limiting 
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the number of available channels for each transmitter (bandwidth limiting). We have provided a closed 
form expressions for the optimal maximum number of channels each transmitter must access in the 
case where transmitters use non-intersecting sets of channels. In this case, such an optimum operating 
point depends mainly on the network load (transmitters per channel) and the different signal to noise 
ratios. Contrary to the first scenario, in the case of spectrum resource sharing, we show that when all 
transmitters use the same BL policy, BL does not bring a significant improvement on the network 
spectral efficiency.  

Further studies will focus to the case when transmitters have different channel statistics, since it might 
lead to the usage of different BL policies for each transmitter. 

2.5 Conclusions 

In this Section the scenarios and results considered and obtained within WG1, WG2 and WG3, have 
been presented. In particular, they are related to different RRM and JRRM strategies to be 
implemented over respectively homogeneous and heterogeneous networks. For this reason, different 
approaches have been considered like centralized vs. decentralized, and mathematical vs. simulative, 
which have been chosen from time to time according to the specific scenario under consideration. 

In WG1, the focus of the analysis was on heterogeneous cellular networks: the scenario was composed 
by a train station where different systems (i.e., air interfaces) like UMTS, WiMAX and WLAN are 
deployed. The coverage areas offered by these systems are partially superimposed and uses can access 
to one/some/all of them. The problem was to design proper strategies to direct users over the best air 
interface according to considerations on users’ conditions (e.g., channel, position, etc.) and traffic 
specifications. The scenario has been made even richer by the presence of a sensor network which 
conveys sensed data to the WiMAX air interface. Due to the complexity of the scenario where many 
realistic parameters are taken into account, in this case a simulative approach has been pursued. On 
another side, WG1 performed also investigations about VHO strategies to be applied to heterogeneous 
networks. In this case a mathematical framework was feasible, and hence it has been considered.  

In WG2, the focus was on RRM in a cellular system, and in particular resource allocation. Also in this 
case, due to the complexity of the realistic scenario considered, a simulative approach has been 
pursued to obtain results. Several algorithms have been designed and evaluated with objectives on 
instantaneous parameters like, for example, rate maximization, with constraints on power. In this case, 
optimization tools have been used to properly design system parameters. As a benchmark, similar 
evaluations on system performance have been performed with resource allocation strategies based on 
utility functions. Several of them have been designed and evaluated. A significant amount of results 
have been already obtained by simulation for the single-cell scenario, whereas the multi-cell one will 
be considered in future investigations. 

In WG3, the focus was on cognitive radio. It is clear that in this case the paradigm considered is 
completely different from the one considered in previously mentioned WGs, since CRs are distributed 
by nature. In such kind of systems, game theory is usually considered as a valuable tool, since it is 
based on the idea that each player takes decisions autonomously. In the scenario investigated, each 
node detects the spectrum available, with the goal of acquiring radio resources while maximizing the 
throughput at a minimum cost in terms of energy consumption. At this aim, two scenarios have been 
investigated: players are deliberately limited in their accessible resources through 1) the taxation of 
resources; and 2) the resource bandwidth limiting with successive interference cancellation of the 
players. Since game theory provides usually suboptimal solutions due to the lack of global 
information, an analysis of the benefits of bandwidth limiting has been performed, and a closed form 
expression for the optimal maximum number of channels each transmitter must access in the case 
where transmitters use non-intersecting sets of channels have been identified. 
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3 ASM ALGORITHMS AND STRATEGIES AND THEIR EVALUATION 

3.1 Introduction 

This chapter presents the activities that have been carried out inside WPR9 in the framework of 
Advanced Spectrum Management (ASM). They mainly contribute to one of the current research trends 
in the spectrum management which are the so-called Dynamic Spectrum Access Networks (DSANs), 
in which unlicensed radios, denoted as Secondary Users (SUs) are allowed to operate in licensed 
bands provided that no harmful interference is caused to the licensees, denoted as Primary Users (PU). 
One of the key enabling technologies for DSAN development is Cognitive Radio (CR), which has 
been claimed to be an adequate solution to the existing conflicts between spectrum demand growth 
and spectrum underutilization. This term Cognitive Radio, originally coined by J. Mitola III in [100], 
envisages a radio able to sense and be aware of its operational environment so that it can dynamically 
and autonomously adjust its radio operating parameters accordingly to adapt to the different situations.  

Based on the above, this chapter is organised mainly in two main activities. The first one is devoted to 
perform a spectrum measurement campaign in order to identify primary user temporal and spatial 
usage patterns in specific environments for different ranges of frequencies. The outcome of this 
campaign can be an interesting input for the application and development of Dynamic Spectrum 
Access (DSA) to handle the access of secondary users to the available spectrum holes left by primary 
users. The main results of the measurement campaign are presented in section 3.2. 

The second activity, presented in section 3.3, addresses the DSA problem by using machine learning 
strategies. Such strategies are executed at a cognitive agent of a secondary user to decide on the most 
appropriate channels to sense and access from a set of available channels. Learning is based on 
characterising the temporal occupancy of the set of channels by primary users, so that the cognitive 
agent will finally learn those channels in which it has more chances to succeed when trying to start a 
secondary transmission. 

3.2 Measurements to Detect Spectrum Availability 

3.2.1 Introduction 
Measurements of the radio environment can provide valuable insights into current spectrum usage. A 
proper understanding of current spectrum usage patterns can be very useful to policy makers in order 
to define adequate dynamic spectrum policies and to the research community in general in order to 
identify appropriate frequency bands for the deployment of future Cognitive Radio (CR) networks, as 
well as the identification of usage patterns that can be exploited in the development of useful spectrum 
usage models and more efficient CR techniques. The measurement of real network activities therefore 
constitutes an important step towards a realistic understanding of dynamic spectrum utilisation and 
hence towards the deployment of future CR networks. 

Several measurement campaigns covering both wide frequency ranges [80]–[85] as well as some 
specific licensed bands [86]–[90] have already been performed in diverse locations and scenarios in 
order to determine the degree to which allocated spectrum bands are occupied in real wireless 
communication systems. All these spectrum measurements provide a valuable source of information 
for a realistic understanding of dynamic spectrum utilisation and practical development of the CR 
technology. However, in order to enable a wide scale deployment, the CR technology cannot be 
developed based on the conclusions derived from the studies conducted in a few geographical areas or 
under a specific spectrum regulation. CR should take into account the possibility to operate under 
many different spectrum regulations and a wide variety of scenarios. Therefore, the number of 
measured locations can arguably be considered as insufficient. To enable a wide scale deployment, 
further spectrum measurements are consequently required. 

The need for new spectrum measurements motivates the spectrum measurement campaign that is 
currently being carried out in Working Group 4 (WG4) of WPR9. After the initial results presented in 
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[2][91], this section reports spectrum occupancy measurements conducted in the frequency range from 
75 MHz to 7075 MHz in urban Barcelona. The obtained results demonstrate the availability of a 
significant amount of white space that could potentially be used by CR networks. 

3.2.2 Measurement Setup 
The measurement setup and methodology employed in this work have been carefully designed based 
on the lessons learned from previous measurement campaigns and the findings of the study presented 
in [92], where some important methodological aspects to be accounted for when evaluating spectrum 
occupancy in the context of CR are analysed and discussed. 

The employed measurement configuration relies on a spectrum analyser setup where various external 
devices have been added in order to improve the detection capabilities of the system and hence obtain 
more accurate and reliable results. The design is composed of two broadband antennas that cover the 
frequency range from 75 to 7075 MHz, a switch to select the desired antenna, several filters to remove 
undesired signals, a low-noise pre-amplifier to enhance the overall sensitivity and thus the ability to 
detect weak signals, and a high performance spectrum analyser to record the spectral activity. A 
simplified scheme with all the devices and their main technical characteristics is shown in Figure 3.27. 
Figure 3.28, Figure 3.29 and Figure 3.30 show the various parts of the measurement configuration. 

Discone antenna
AOR DN753

75 – 3000 MHz

Spectrum analyzer
Anritsu Spectrum
Master MS2721B
9 kHz – 7.1 GHz

Discone antenna
JXTXPZ-100800-P
3000 – 7075 MHz

SPDT switch
DC – 18 GHz

FM band stop filter
Rejection 20 – 35 dB

88 – 108 MHz

Low pass filter
DC – 3000 MHz

High pass filter
3000 – 7000 MHz

Low noise amplifier
Gain: 8 – 11.5 dB

Noise figure: 4 – 4.5 dB
20 – 8000 MHz

Discone antenna
AOR DN753

75 – 3000 MHz

Spectrum analyzer
Anritsu Spectrum
Master MS2721B
9 kHz – 7.1 GHz

Discone antenna
JXTXPZ-100800-P
3000 – 7075 MHz

SPDT switch
DC – 18 GHz

FM band stop filter
Rejection 20 – 35 dB

88 – 108 MHz

Low pass filter
DC – 3000 MHz

High pass filter
3000 – 7000 MHz

Low noise amplifier
Gain: 8 – 11.5 dB

Noise figure: 4 – 4.5 dB
20 – 8000 MHz

 

Figure 3.27 – Measurement setup employed in this study (complete scheme). 

 

3.2.2.1 Antenna Subsystem 
The antenna subsystem is shown in Figure 3.28. Two wideband discone-type antennas are used to 
cover the frequency range from 75 to 3000 MHz (AOR DN753) and 3000 to 7075 MHz (A-INFO 
JXTXPZ-100800/P). Discone antennas are wideband antennas with vertical polarisation and omni-
directional receiving pattern in the horizontal plane. Even though some transmitters are horizontally 
polarized, they usually are high-power stations (e.g., TV stations) that can be detected even with 
vertically polarized antennas. The exceptionally wideband coverage (allowing a reduced number of 
antennas in broadband spectrum studies) and the omni-directional feature (allowing the detection of 
primary signals coming for any directions) make discone antennas attractive in radio scanning and 
monitoring applications, and have been a preferred option for many past spectrum studies. 
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Figure 3.28 – Measurement setup employed in this study (antenna subsystem). 

3.2.2.2 Radio Frequency Subsystem 
The Radio Frequency (RF) subsystem is shown in Figure 3.29. This module performs antenna 
selection, filtering and amplification. The desired antenna is selected by means of a Single Pole 
Double Throw (SPDT) switch. An electromechanical switch has been selected because of its high 
isolation (90-100 dB) and low insertion loss (0.1-0.2 dB). In order to remove undesired signals, three 
filters are included. A band stop filter blocks signals in the frequency range of Frequency Modulation 
(FM) broadcast stations (87.5-108 MHz). Usually, such stations are high power transmitters that may 
induce overload in the receiver thus degrading the receiver performance by an increased noise floor or 
by the presence of spurious signals, which inhibits the receiver’s ability to detect the presence of weak 
signals. Since the FM band is of presumably low interest for secondary use due to its usually high 
transmission power and expected high occupancy rate, a FM band stop filter has been employed in 
order to remove FM signals and avoid overload problems, improving the detection of weak signals at 
other frequencies. Low pass and high pass filters have been used to remove out-of-band signals and 
reduce the potential creation of inter-modulation products. To compensate for device and cable losses 
and increase the system sensitivity, a low noise pre-amplifier has been included. Higher amplification 
gains result in better sensitivities at the expense of reduced dynamic range and vice versa. The selected 
mid-gain amplifier provides significant sensitivity improvements while guaranteeing the Spurious-
Free Dynamic Range (SFDR) required by the measured signals. 
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Figure 3.29 – Measurement setup employed in this study (radio frequency subsystem). 

 

Figure 3.30 – Measurement setup employed in this study (spectrum analyser). 
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3.2.2.3 Spectrum Analyser 
An Anritsu Spectrum Master MS2721B high performance handheld spectrum analyser has been used 
to provide power spectrum measurements and record the spectral activity over the complete frequency 
range. This spectrum analyser provides a measurement range from 9 kHz to 7.1 GHz, low noise level 
and a built-in pre-amplifier that facilitate the detection of weak signals, fast sweep speed automatically 
adjusted, and the possibility to connect an external USB storage device to save measurements for later 
data post-processing. 

Since the different operating modes of spectrum analysers can significantly alter the results of a 
measurement, proper parameter selection is crucial to produce valid and meaningful results. The 
different parameters of the spectrum analyser have been set according to the basic principles of 
spectrum analysis [93][94] as well as some particular considerations specific to CR [92]. Table 3.17 
shows the main spectrum analyser configuration parameters. 

Table 3.17 – Spectrum analyser configuration. 

 Parameter Value 

Frequency range 75-3000 MHz 3000-7075 MHz 

Frequency span 45-600 MHz 

Frequency bin 81.8-1090.9 kHz 

Resolution BW 10 kHz 

Frequency 

Video BW 10 kHz 

Measurement period 24 hours 
Time 

Sweep time Auto 

Built-in pre-amp Deactivated Activated 

Reference level – 20 dBm – 50 dBm 

Reference level offset 0 dB – 20 dB 

Scale 10 dB/division 

Input attenuation 0 dB 

Amplitude 

Detection type Average (RMS) detector 

 

The measured frequency range (75-7075 MHz) has been divided into 25 blocks with variable sizes 
ranging from 45 MHz up to 600 MHz. The division has been performed following the local Spanish 
governmental spectrum allocations [95] (no spectrum band defined in [95] has been split off) and 
taking into account the transmitted signal bandwidth for each band (for example, frequency bins of 
81.8 kHz were used to measure 200-kHz GSM channels while 745.5 kHz and 727.3 kHz bins were 
employed for 8-MHz TV and 5-MHz UMTS channels respectively). 

The Resolution BandWidth (RBW) plays an important role in the obtained measurements. Narrowing 
the RBW increases the ability to resolve signals in frequency and reduces the noise floor (increasing 
the sensitivity) at the cost of an increased sweep time and hence a longer measurement period 
[93][94]. Based on the results presented in [92], a 10-kHz RBW has been selected as an adequate 
trade-off between detection capabilities and required measurement time. The Video BandWidth 
(VBW) is a smoothing function that dates to analogical spectrum analysers, but is now nearly 
obsolete. To eliminate this analogical form of averaging, the VBW has been set equal to the RBW. 

Each one of the 25 sub-bands considered in this work has been measured during 24 hours. The number 
of recorded traces/sweeps during such measurement period is a function of the sampling rate (i.e., the 
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sweep time), which is automatically adjusted by the spectrum analyser according to various 
configuration parameters, including the frequency span. 

For measurements below 3 GHz, where some overloading signals may be present, only the external 
amplifier has been used. For measurements above 3 GHz, where the received powers are lower, both 
the external and the spectrum analyser’s internal amplifier have been employed resulting in a noise 
floor reduction of 20 dB. To simplify the data post-processing, the noise floor values in the 75-3000 
MHz and 3000-7075 MHz bands have been equalized by adding a 20-dB offset to the power levels 
measured between 3000-7075 MHz (reference level offset). The reference level (the maximum power 
of a signal that enters the spectrum analyser and can be measured accurately) has then been adjusted 
according to the maximum power observed in each region, while the scale is adjusted according to the 
minimum signal level. No input attenuation has been employed. An average type detector has been 
used. This detector averages all the power levels sensed in one frequency bin in order to provide a 
representative power level for each measured frequency bin. 

3.2.3 Measurement Scenarios 
Most of previous spectrum occupancy studies are based on measurements performed in outdoor 
environments and more particularly in outdoor high points such as building roofs, balconies and 
towers. The main advantage of high points is that they provide direct line-of-sight to many kinds of 
important transmitters and therefore enable a more accurate measurement of their spectral activity. 
Nevertheless, this scenario may not be representative of the spectrum occupancy perceived by a 
secondary network in many other interesting practical situations where the secondary antenna is not 
placed in a static high point (e.g., a mobile secondary user communicating inside a building or while 
walking in the street between buildings). The measurement of real network activities in additional 
scenarios of practical significance are therefore required for an adequate and full understanding of the 
dynamic use of spectrum. In this context, this measurement campaign considers a rich diversity of 
measurement scenarios of interest in a densely populated urban environment in Barcelona, Spain. The 
variety of considered measurement scenarios provides a broader view and understanding of dynamic 
spectrum occupancy under different practical scenarios of interest. 

The scenarios defined for this measurement campaign include not only outdoor but also indoor 
locations. Measurements in indoor locations provide information about the spectral activity that would 
be perceived by secondary users operating in indoor environments. Similarly, outdoor measurements 
give us some insights into the spectral activity that would be perceived by secondary users operating in 
outdoor environments, at various physical locations of practical interest. For the measurements in 
outdoor locations, three different kinds of scenarios have been considered, namely high points, narrow 
streets and open areas. Measurements in high points provide reliable information about the actual 
spectral occupancy patterns of several primary transmitters, while narrow streets and open areas give 
us an idea of the perception of secondary users moving within an urban environment with different 
levels of radio propagation blocking. 

For indoor experiments, the measurement equipment was placed inside an urban building, in the 
middle floor of a three-floor building belonging to the Department of Signal Theory and 
Communications of the Universitat Politècnica de Catalunya (UPC). For outdoor high point 
measurements, the equipment was placed in the roof of the same building (latitude: 41º 23’ 20” north; 
longitude: 2º 6’ 43” east; altitude: 175 meters). The selected place is a strategic location with direct 
line-of-sight to several transmitting stations located a few tens or hundreds of meters away from the 
antenna and without buildings blocking the radio propagation. This strategic location enabled us to 
accurately measure the spectral activity of, among others, TV and FM broadcast stations, several 
nearby base stations for cellular mobile communications and a military head quarter as well as some 
maritime and aeronautical transmitters due to the relative proximity to the harbour and the airport. For 
measurements in narrow streets and open areas, the measurement equipment was moved within the 
UPC’s Campus Nord. The different geographical locations considered in this measurement campaign 
are illustrated in Figure 3.31, where an aerial view of UPC’s Campus Nord is shown. The description 
of measurement locations is provided in Table 3.18. 
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Figure 3.31 – Measurement locations at UPC’s Campus Nord. 

 

Table 3.18 – Description of measurement locations. 

Measurement point Environment 

1 Outdoor high point (building roof) 

2 Indoor (building room) 

3 – 7 Outdoor at ground level in narrow streets 

8 – 10 Outdoor at ground level between buildings 

11 – 12 Outdoor at ground level in open areas 

 

3.2.4 Measurement Results and Analysis 

3.2.4.1 Occupancy Metrics 
Three parameters have been considered to measure, evaluate and quantify the level of spectral 
occupancy. The results are here presented by means of figures composed of three graphs, each 
representing a specific occupancy metric. 

The first occupancy metric is Power Spectral Density (PSD), which is the information provided by the 
spectrum analyser. The PSD is shown in the upper graph of each figure in minimum, maximum and 
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average values. When considered together, minimum, maximum and average PSD provide a simple 
characterization of the temporal behaviour of a channel. For example, if the three PSD values are quite 
similar, it suggests a single transmitter that is always on, experiences a low level of fading and is 
probably not moving. At the other extreme, a large difference among minimum, maximum and 
average suggests a more intermittent use of the spectrum [89]. 

The second occupancy metric, shown in the middle graph of each figure, represents the instantaneous 
evolution of the temporal spectrum occupancy during the whole measurement period. To determine 
whether a frequency band is used by a licensed user, different sensing methods have been proposed in 
the literature [96]. They provide different trade-offs among required sensing time, complexity and 
detection capabilities. Depending on how much information is available about the primary signal, 
different performances can be reached. However, in the most generic case no prior information is 
available. If only power measurements of the spectrum utilisation are available, the energy detection 
method is the only possibility left. Due to its simplicity and relevance to the processing of power 
measurements, energy detection has been a preferred approach for many past spectrum studies and is 
also employed in this study. Energy detection compares the received signal energy in a certain 
frequency band to a predefined threshold. If the signal lies above the threshold the band is declared to 
be occupied by the primary network. Otherwise the band is supposed to be idle and could be employed 
by a CR network. Following this principle, a spectral occupancy function Ω(t, f) has been defined as: 
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where PSD(t, f) represents the PSD sample captured by the spectrum analyser at time index t and 
frequency index f, and γ  is the decision threshold. This function has been employed to determine the 
instantaneous evolution of the temporal spectrum occupancy shown in the middle graph of each 
figure. PSD samples with Ω(t, f) = 0 (corresponding to unused channels) are represented by white 
dots. Similarly, black dots represent PSD samples with Ω(t, f) = 1 (corresponding to occupied 
channels). 

The decision threshold is a critical parameter since its value severely impacts the obtained occupancy 
statistics. Several methods to determine the decision threshold have been employed in previous 
studies. Based on the results of the analysis conducted in [92], the decision threshold in this study has 
been selected according to the Probability of False Alarm (PFA) criterion. To compute the decision 
threshold, the system’s noise has been measured by replacing the antennas with a 50 Ω matched load. 
At each frequency point f the decision threshold γf has then been fixed such that exactly 1% of the 
measured noise samples lie above the threshold, which implies a false alarm probability equal to 1%. 
It is worth noting that the decision threshold obtained with this method is not constant since the 
system’s noise floor slightly increases with the frequency, and hence the sub-index f in γf. This 
criterion has been selected as a reasonable trade-off between ability to detect low-level signals and 
overestimation errors. For more details, the reader is referred to [92]. 

To more precisely quantify the detected spectral activity, a third occupancy metric referred to as duty 
cycle has been employed, which is shown in the lower graph of each figure. For each measured 
frequency point f, the duty cycle DCf is computed as the proportion of PSD samples, out of all the PSD 
samples recorded at that frequency, that lie above the decision threshold γf and hence that are 
considered as samples of occupied channels. Assuming that Nt traces have been captured during a 
certain time span (t = 1, 2, …, Nt), then: 
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For a frequency point f, this metric represents the fraction of time that the frequency is considered to 
be occupied. For a certain frequency band/span (i.e., range of frequencies f = 1, 2, …, Nf), the average 
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duty cycle DC of the band is computed by averaging the duty cycle DCf of all the Nf frequency points 
measured within the band: 
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This metric represents the average degree of utilisation of spectrum within a certain bandwidth (f = 1, 
2, …, Nf) and a specific time span (t = 1, 2, …, Nt). The duty cycle is usually given in percentage and 
this is the convention adopted in this study. 

3.2.4.2 Location 1: Urban Outdoor High Point 
The obtained measurement results are shown in Figure 3.32, Figure 3.33 and Figure 3.34. As it can be 
appreciated, spectrum experiences a relatively moderate use below 1 GHz and a low usage between 1 
and 2 GHz, while remains mostly underutilised between 2 and 7 GHz (with some clear exceptions that 
will be discussed later on). In fact, while the average duty cycle between 75 and 2000 MHz is 31.02%, 
the value for this parameter between 2000 and 7075 MHz is only 2.75%, as shown in Table 3.19. The 
overall average duty cycle over the whole frequency range considered in this study is only 17.78%, 
which reveals the existence of significant amounts of unused spectrum that could potentially be 
exploited by future CR networks. Although these results clearly indicate low spectrum utilisation 
levels, they do not provide a clear picture of how spectrum is used in different frequency bands 
allocated to different specific services. Therefore, in the following we discuss in detail the spectrum 
usage in some allocated bands of interest. 

Table 3.19 – Average duty cycle statistics. 

Frequency range (MHz) Average duty cycle 

    75 – 1000 42.00 % 

1000 – 2000 13.30 % 
31.02 % 

2000 – 3000 3.73 % 

3000 – 4000 4.01 % 

4000 – 5000 1.63 % 

5000 – 6000 1.98 % 

6000 – 7075 1.78 % 

2.75 % 

17.78 % 

 
Although the highest spectral activity is observed below 1 GHz, some opportunities for CR networks 
can still be found in this frequency range, even in those bands with the highest observed average duty 
cycles. For example, the frequency band 470-862 MHz (depicted in Figure 3.35), which is allocated to 
analogical and digital terrestrial TV in Spain, shows an average duty cycle of 82.08%, one the highest 
values observed in this study. Although the sub-band 830-862 MHz (exclusively reserved for digital 
TV systems) exhibits an intensive usage of nearly 100% that precludes any CR applications, the rest of 
the band between 470 and 830 MHz (allocated to both analogical and digital TV systems) shows some 
spectrum white spaces. Notice that occupied TV channels show a duty cycle of about 100%, i.e. 
continuous broadcasting, which impedes temporary opportunistic usage of those channels. Only one 
channel out of all the TV channels received at our measurement location (channel 38, 606-614 MHz) 
was disconnected during a short period in the night, which might be due to maintenance operations 
since this behaviour was not observed in some previous experiments. In general, occupied TV 
channels show an average duty cycle of 100%. Spectrum opportunities in this band usually come from 
TV channels that are received with very weak signal levels. In our case, the measured average duty 
cycle between 470 and 830 MHz was 80.49%, meaning that one fifth of the TV band (approximately 
80 MHz) is unoccupied due to the weak reception of the signals broadcasted from distant TV stations. 
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Therefore, although the TV band appears as considerably populated in our study, it provides some 
interesting opportunities for secondary usage. 

 

 

Figure 3.32 – Spectrum occupancy between 75 and 960 MHz. 

 

Figure 3.33 – Spectrum occupancy between 960 and 3100 MHz. 

 

Figure 3.34 – Spectrum occupancy between 3100 and 7075 MHz. 
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Another interesting case below 1 GHz is observed in the frequency bands allocated to the Global 
System for Mobile communications (GSM). The Enhanced GSM (E-GSM) 900 system operates in the 
880-915 MHz (uplink) and 925-960 MHz (downlink) bands as shown in Figure 3.36. The uplink band 
appears as a potential candidate for CR applications with an average duty cycle equal to 6.26%. 
However, in this case it is important to highlight that the low activity recorded in this band does not 
necessarily imply that it could be used by CR networks. As a matter of fact, the maximum PSD 
observed in Figure 3.36 reaches significant values, revealing the presence of primary signals in uplink. 
The considerably higher activity in downlink (96.33%) and the fact that GSM is based on Frequency-
Division Duplex (FDD) suggest that the actual usage of the uplink band might be higher than the 
activity level recorded by our system at our measurement location. The unbalanced occupancy patterns 
observed between uplink and downlink in Figure 3.36 can be explained as follows. First, the 
transmission power of GSM base stations is considerably higher than that of cellular phones. 
Therefore, the presence of GSM downlink signals can be more easily detected. Moreover, the antenna 
employed in our study was placed on the roof of a building with direct line-of-sight to several nearby 
base stations, which enabled us to accurately measure the high spectral activity of the downlink. On 
the other hand, the low usage observed in the uplink may be due to the usually low transmission power 
of cellular phones and the resulting weak uplink signal received at the antenna. The detection of such 
signals might be hindered by the fact that cellular phones usually operate at the ground level or low 
altitudes and usually have no direct line-of-sight neither with the serving base station nor the antenna 
employed in our study, which makes more difficult to detect the uplink activity. In fact, the maximum 
PSD observed in uplink in Figure 3.36 may be due to phone calls from nearby locations, e.g. the upper 
floors of the building. Therefore, from the obtained results we cannot conclude low activity levels in 
the E-GSM 900 uplink. Similar trends were observed in previous studies, e.g. [85]. 

In the lower spectrum bands 75-235 MHz, 235-400 MHz and 400-470 MHz, low to moderate average 
duty cycles of 48.59%, 24.88% and 29.85% are observed respectively. These bands are populated by a 
wide variety of narrowband systems, including Professional Mobile Radio/Public Access Mobile 
Radio (PMR/PAMR) systems (75.2-87.5 MHz, 223-235 MHz, 406-430 MHz and 440-470 MHz), FM 
analogical audio broadcasting (87.5-108 MHz), aeronautical radio-navigation and communication 
systems, maritime systems (GMDSS), paging systems (ERMES) and fixed links (108-174 MHz), 
audio applications such as wireless microphones (174-195 MHz) and Digital Audio Broadcasting 
(DAB) systems (195-223 MHz), satellite systems (137-138 MHz and 400-406 MHz) and amateur 
systems (144-146 MHz and 430-440 MHz). Although these bands exhibit low to moderate average 
duty cycles, the free spectrum gaps found in this region of the spectrum are of considerably narrow 
bandwidths due to the narrowband nature of the systems operating within these bands. Moreover, the 
whole band from 235 to 400 MHz is exclusively reserved for security services and defence systems of 
the Spanish Ministry of Defence, which in principle precludes the use of such spectrum bands for CR 
applications. Other bands below 1 GHz with low or moderate levels of activity but narrower available 
free bandwidths are those assigned to wireless microphones and RFID (862-870 MHz), CT1 cordless 
phones (870-871 and 915-916 MHz), cellular access rural telephony (874-876 and 919-921 MHz) and 
R-GSM 900 (876-880 and 921-925 MHz). 

Between 1 and 2 GHz, spectrum is subject to a low level of utilisation, while remains mostly unused 
between 2 and 7 GHz. Above 1 GHz the highest spectrum usage is observed for the bands allocated to 
the Digital Cellular System (DCS) 1800 operating at 1710-1785 MHz and 1805-1880 MHz (Figure 
3.37), the Universal Mobile Telecommunication System (UMTS) operating at 1920-1980 MHz and 
2110-2170 MHz (Figure 3.38), and Broadband Wireless Access (BWA) systems operating in the 3.4-
3.6 GHz band between 3520 and 3560 MHz (Figure 3.39). 

Notice that the differences between uplink and downlink usage patterns that were appreciated for E-
GSM 900 are also observed for DCS 1800 and UMTS. In the case of DCS 1800 the differences are 
more accentuated due to the fact that mobile stations in DCS 1800 have lower transmission powers 
than in GSM 900, which results in a reduced occupancy in the uplink. In the case of UMTS the 
difference is higher due to the spread spectrum nature of the Wideband Code Division Multiple 
Access (WCDMA) radio technology employed by UMTS. WCDMA signals are modulated over large 
bandwidths, which results in very low transmission powers. Such signals are difficult to detect with 
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spectrum analysers. As a result, a very low activity was recorded in UMTS uplink. Although DCS 
1800 and UMTS show higher levels of occupancy in downlink (58.82% and 56.93% respectively), 
these bands also provide some opportunities for secondary access. In the case of DCS 1800 some 
portions of the downlink band show a well defined periodic usage pattern, as it is illustrated in Figure 
3.40 where the average duty cycle computed over 1-hour periods is shown. Such temporal patterns 
could be exploited by some secondary CR applications by accessing spectrum during low-occupancy 
periods. In the case of UMTS, spectrum opportunities are due to several 5-MHz channels that appear 
to be unoccupied. Moreover, the UMTS bands reserved for the Time Division Duplex (TDD) 
component (1900-1920 and 2010-2025 MHz), the satellite component (1980-2010 MHz and 2170-
2200 MHz) and extension (2500-2690 MHz) are not used. 

500 550 600 650 700 750 800 850
−120
−100

−80
−60
−40
−20

P
ow

er
 (

dB
m

)

Power spectral density (470 − 862 MHz)

Analogic and digital TV (channels 21−65) Dig TV
(66−69)

T
im

e 
(h

ou
r)

Instantaneous spectrum occupancy

500 550 600 650 700 750 800 850
0

6

12

18

24

500 550 600 650 700 750 800 850
0

20
40
60
80

100

Frequency (MHz)

D
ut

y 
cy

cl
e 

(%
)

Average duty cycle = 82.08 %

 
Figure 3.35 – Spectrum occupancy for TV bands (470-862 MHz). 
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Figure 3.36 – Spectrum occupancy for E-GSM 900 (870-960 

MHz). 
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Figure 3.37 – Spectrum occupancy DCS 1800 (1710-1880 MHz). 
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Figure 3.38 – Spectrum occupancy for UMTS (1880-2290 MHz). 
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Figure 3.39 – Spectrum occupancy for BWA (3400-3600 MHz). 
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Figure 3.40 – Average duty cycle per hour for DCS 1800 

(1862.5-1875.5 MHz). 
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Although the highest activity above 1 GHz is observed for DCS 1800, UMTS and BWA systems, 
some other bands are also clearly occupied but at lower occupancy rates, which in principle offer 
additional opportunities for CR applications. Some examples are the 1400-1710 MHz band, allocated 
to different wireless systems such as Satellite Personal Communication Systems (S-PCS) as well as 
aeronautical radio-navigation, audio broadcasting and defence systems, or the 3800-4200 MHz band, 
occupied by analogical links for telephony. 

Finally, it is worth noting that some spectrum bands appear as unoccupied when judged by their 
average duty cycles. Nevertheless, the maximum PSD reveals that some primary users, although 
difficult to detect, are present in such bands. Some examples are the uplink bands for mobile 
communications, the 2400-2500 MHz band (ISM-2450), the 2900-3100 MHz band (radio navigation 
and location defence systems) and the 4200-4400 MHz band (allocated to aeronautical navigation). 

To conclude this section, Figure 3.41 summarizes the band by band average spectrum occupancy 
statistics. The obtained results demonstrate that some spectrum bands are subject to intensive usage 
while some others show moderate utilisation levels, are sparsely used and, in some cases, are not used 
at all. In general, the average spectrum occupancy observed in frequency and time in this study was 
found to be significantly low, concretely 17.78% for the whole measured frequency range 75-7075 
MHz. 
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Figure 3.41 – Band by band average duty cycle statistics for the whole measurement range (75-7075 MHz). 

The highest occupancy rates were observed for bands allocated to broadcast services (TV as well as 
analogical and digital audio), followed by digital cellular services as PMR/PAMR, paging, and mobile 
cellular communications (E-GSM 900, DCS 1800 and UMTS) among others. Other services and 
applications, e.g. aeronautical radio navigation and location or defence systems, show different 
occupancy rates depending on the considered allocated band. In general, spectrum experiences a 
relatively moderate use below 1 GHz, a low usage between 1–2 GHz, and remains mostly 
underutilised between 2–7 GHz. 

Most of spectrum offers possibilities for secondary CR usage, even those bands with the highest 
observed activity levels in terms of average duty cycle. Nevertheless, it is worth high-lighting that the 
average duty cycle by itself is not a sufficient statistic to declare a spectrum band as unoccupied. 
Indeed, the maximum PSD of some portions of the spectrum reveals that some allocated frequency 
bands with null average duty cycles are actually being occupied by some operating primary systems. 
This issue should carefully be taken into account when selecting frequency bands for potential CR 
applications. 

3.2.4.3 Location 2: Urban Indoor 
Most of previous spectrum occupancy studies are based on measurements performed in outdoor high 
points such as building roofs, balconies and towers. As stated in section 3.2.3, this scenario may not be 
representative of the spectral activity perceived by secondary users in other interesting situations of 
practical significance, making necessary the analysis and characterization of spectrum occupancy in 
other scenarios. In this context, this section presents and analyzes the results obtained in location 2 
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(urban indoor environment) taking as a reference the results obtained in location 1 (urban outdoor high 
point). The aim of this section is to determine the impact of considering an indoor environment on the 
spectral activity perceived by a secondary user with respect to that observed in an outdoor high point. 
Although the measurement conditions considered in both cases were identical, the time instants were 
different (i.e., both locations were not measured simultaneously). This circumstance introduces some 
random component in the obtained results since different transmissions were present in each case. 
However, it is worth noting that the aim of this section is not to characterize the instantaneous 
spectrum occupancy in the time domain but the average occupancy rate from a statistical point of 
view. For sufficiently long measurement periods as those considered in this study, the impact of 
different instantaneous transmissions is averaged and the obtained average duty cycle value can be 
considered as a representative indication of the spectral activity in the bands under study. 

From a qualitative point of view, the results obtained in location 2 follow the same trend as in location 
1, with higher occupancy rates at lower frequencies. As it can be appreciated in Table 3.20, the 
average spectrum occupancy is moderate below 1 GHz and very low above 1 GHz. The significantly 
lower average occupancy rates observed in Table 3.20 for the indoor location can be explained by the 
fact that most of wireless transmitters are located outdoor and the propagation loss due to outdoor-
indoor signal penetration leads to lower signal strengths in the indoor scenario, which in turn results in 
lower occupancy rates. In principle, the lower average duty cycles obtained for the indoor case suggest 
the existence of a higher amount of free spectrum. However, this result should be interpreted carefully, 
taking into account the specific circumstances of particular bands. 

Table 3.20 – Average duty cycle statistics in locations 1 and 2. 

Average duty cycle Frequency 
(MHz) Outdoor Indoor Outdoor Indoor Outdoor Indoor 

75 – 1000 42.00 % 33.70 % 

1000 – 2000 13.30 % 1.94 % 
31.02 % 21.54 % 

2000 – 3000 3.73 % 1.63 % 

3000 – 4000 4.01 % 1.44 % 

4000 – 5000 1.63 % 1.09 % 

5000 – 6000 1.98 % 1.34 % 

6000 – 7075 1.78 % 1.38 % 

2.75 % 1.39 % 

17.78 % 12.10 % 

 

To analyze the impact of the indoor location on the occupancy rate for various specific bands, it is 
convenient to distinguish four different possible cases according to the location of transmitters and 
receivers, as shown in Table 3.21. Based on this classification, the results for various bands of interest 
are shown in Figure 3.42. Notice that for certain bands the classification is not straightforward. For 
example, in the downlink direction of cellular mobile communication systems the receivers are mobile 
users that may be located indoor and outdoor simultaneously. In practice, it is not possible to reliably 
determine the location of every transmitter and receiver operating in a certain band, which results in 
some uncertainty. In spite of that, some general trends can be inferred from the results in Figure 3.42. 

For bands allocated to systems where the transmitters are always outdoor (cases I/II), the indoor duty 
cycles are in general notably lower, as expected, due to the outdoor-indoor signal penetration loss. In 
case I (systems with outdoor receivers) the lower indoor occupancy rates indicate the availability of 
more free spectrum, since an indoor secondary user transmitting in channels sensed as free would not 
cause harmful interference to primary outdoor receivers. However, in case II (systems with indoor 
receivers) the lower indoor duty cycles do not necessarily imply the existence of more white spaces, 
since in this case transmitting in a channel sensed as unoccupied could potentially result in 
interference to primary indoor receivers. 
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Table 3.21 – Cases considered in Figure 3.42. 

Case Transmitter location Receiver location 

I Outdoor Outdoor 

II Outdoor Indoor 

III Indoor Outdoor 

IV Indoor Indoor 
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UMTS downlink (2110−2170 MHz)
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DCS 1800 uplink (1710−1785 MHz)

UMTS uplink (1920−1980 MHz)
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ISM−2450 (2400−2483.5 MHz)

Average duty cycle (%)

 

 

Case I

Cases I & II

Cases I & III

Case IV

Location 1 Location 2

 

Figure 3.42 – Average duty cycle statistics in locations 1 and 2 for specific bands. 

For bands allocated to systems with indoor transmitters (cases III/IV), in general the average duty 
cycles tend to be higher in the indoor location (with some exceptions as the E-GSM 900 uplink band, 
which might be due to the presence of outdoor transmitters in such band). Following a similar 
argument, in case IV (systems with indoor receivers) this indicates the availability of a lower amount 
of free spectrum, while it could not be necessarily the situation in case III (systems with outdoor 
receivers). In any case, the differences observed in this experiment between outdoor and indoor 
occupancy rates in cases III/IV are not as significant as in cases I/II. 

In summary, although average duty cycles tend to be lower in indoor locations (with some 
unimportant particular exceptions), this does not necessarily indicate the existence of more free 
spectrum. The particular circumstances of the specific bands being sensed and the characteristics of 
the systems operating over them need to be carefully considered before declaring a band as truly 
available for a potential secondary usage; otherwise, harmful interference could be caused to the 
primary licensed system. 

Based on the previous results, from a practical point of view it can be stated that the output of 
spectrum sensing procedures is not enough to declare a band as truly available for secondary access. 
Some additional techniques may be required such as, for example, sensing both the uplink and 
downlink directions of FDD-based systems in order to guarantee that the channel can be accessed 
opportunistically, or employing signal processing techniques as the one described in [97] in order to 
determine the signal standard present in a certain band before deciding whether a band may be 
accessed without inducing harmful interference. 
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3.2.4.4 Locations 3 to 12: Urban Narrow Streets and Open Areas 
This section presents and analyzes the results obtained in locations 3 to 12 (urban narrow streets and 
open areas) taking as a reference the results obtained in location 1(outdoor high point). The aim of this 
section is to determine the impact of considering different outdoor locations at the ground level on the 
spectral activity perceived by a secondary user with respect to that observed in an outdoor high point. 
The locations under study in this section can be considered as a representative scenario for secondary 
mobile users communicating while walking on the street in an urban environment. 

As in section 3.2.4.3, each location has been measured at a different time instant. The random 
component introduced by the presence of different transmissions at different times could be averaged 
by considering a sufficiently long measurement period. However, since the presence of an operative 
was required in the measurements, periods of 24 hours as in location 1 were infeasible and were 
therefore shortened to 1 hour in locations 3–12. To reduce the impact of random components and 
make the results of locations 1 and 3–12 comparable, the average duty cycle obtained in locations 3–
12 has been normalized by the average duty cycle in location 1 obtained when considering the samples 
corresponding to the same time interval. Therefore, if an average duty cycle DCi is obtained for 
location i (i = 3, 4, …, 12) based on the samples captured during a 1-hour interval between time 
instants tstart and tstop, the samples captured at location 1 between tstart and tstop are used to compute an 
average duty cycle DC1. The normalized average duty cycle for location i is then obtained as: 

 
1

i
i

DCDC
DC

=  (3.4) 

This procedure reduces the randomness of the obtained results and enables a fairer comparison 
between the outdoor high point and the rest of outdoor positions. 

For most of the bands and locations measured in this experiment the obtained normalized average duty 
cycle is lower than one, meaning that the average duty cycle measured in different locations at the 
ground level is in general lower than in high points. This is a consequence of the radio propagation 
blocking caused by buildings and other obstacles: under non-line-of-sight conditions, the direct ray 
(i.e., the strongest signal component) is lost; only multi path propagation components attenuated by 
reflection, refraction and diffraction are received, thus resulting in lower received signal levels and 
therefore in lower average duty cycles. From a practical point of view, this indicates that a secondary 
user at the ground level would perceive an amount of white space higher than that predicted by 
measurements performed in high points. Nevertheless, it is worth highlighting that this should be 
interpreted carefully, taking into account the specific circumstances of each band. In the following, 
some particular bands of interest are discussed. The obtained results are shown in Figure 3.43. 

Figure 3.43(a), Figure 3.43(b), Figure 3.43(c) and Figure 3.43(d) show the spatial distribution of the 
normalized average duty cycle for the TV, UMTS downlink, E-GSM 900 downlink and DCS 1800 
downlink bands, respectively. The common feature of these bands is that the transmitters are located 
outside the region under study. In the TV band, it can be clearly appreciated that the normalized 
average duty cycle is lower in closed regions. Thus, in locations 4 and 6, where radio propagation 
blocking caused by buildings is more intense, its value is lower than in other less closed regions such 
as locations 3, 5 and 7. A similar trend is observed for UMTS, E-GSM 900 and DCS 1800 downlink 
bands. In the two last cases, however, location 5 constitutes an exception, which could be explained by 
the different relative position of transmitters and by the fact that the same physical scenario may result 
in very dissimilar propagation scenarios at different frequencies. Comparing locations 8, 9 and 10, the 
deepest region (location 9) exhibits the lowest normalized average duty cycle in the case of TV, as 
expected, but the highest value in the case of the cellular mobile communication bands, which could 
be explained by the use of micro-cells and repeaters in shadowed regions as location 9. Regarding 
locations 11 and 12, it is interesting to note that a higher spectral activity level was recorded in 
location 11 despite the presence of some surrounding buildings with respect to the open region in 
location 12. The detection by the measurement equipment of some additional signal components 
reflected in such buildings could explain the recording of higher activity levels in a less open region.  
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Figure 3.43 – Normalized average duty cycle statistics in locations 3 to 12 for specific bands: (a) TV (470-862 
MHz), (b) UMTS downlink (2110-2170 MHz), (c) E-GSM 900 downlink (925-960 MHz), (d) DCS 1800 

downlink (1805-1880 MHz), (e) DCS 1800 uplink (1710-1785 MHz), and (f) 75-235 MHz. The positions of 
the bars correspond to the physical locations of points 3-12 in Figure 3.31. 
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Although lower duty cycles have been observed at the ground level in the TV, UMTS, E-GSM and 
DCS 1800 downlink bands, it is worth noting that this does not necessarily imply the existence of 
more opportunities for secondary access. As a matter of fact, some faded primary signals might be 
undetected at the ground level due to blocking buildings and other obstacles, in which case an 
exceptionally harmful interference would be caused to the intended primary receivers, who in these 
bands would be operating in the proximity of the secondary users. These experimental results 
highlight the importance of detection sensitivity in secondary networks and suggest the need of some 
additional techniques. For example, simultaneous sensing of both the downlink and uplink bands 
could result in a more effective detection, as suggested by the higher spectral activity levels recorded 
in uplink bands, see Figure 3.43(e). 

In the previous bands, where the transmitters were outside the region under study, the results have 
shown some general occupancy trends in Figure 3.43(a), Figure 3.43(b), Figure 3.43(c) and Figure 
3.43(d). For other bands with transmitters operating inside the region under study, i.e. Figure 3.43(e) 
and Figure 3.43(f), no particular occupancy trends have been observed. In this case, the obtained 
results might depend not on the actual spectral usage of such bands but rather on the random and 
fluctuating geographical distribution of transmitters inside the considered region. 

The main conclusion derived from the obtained results is that the spectral activity perceived by a 
secondary user for a certain band in realistic urban scenarios strongly depends on the user location, 
with significant variations even in physical areas as reduced as the one considered in this study 
(≈180×260 m). This indicates that the conclusions derived from measurement studies performed in 
high points may not be well suited to other realistic outdoor scenarios with users at the ground level. 

3.2.5 Envisaged Future Spectrum Measurements and Studies 
Measurements of the radio environment can find many practical applications, from the definition of 
new dynamic spectrum policies by the regulatory bodies and the identification of appropriate 
frequency bands for the future deployment of the CR technology, to the development of useful 
spectrum usage models and more efficient CR techniques. As a potential application of the 
measurements performed in this measurement campaign, the development of spectrum usage models 
is envisaged. The measurements performed to the date, however, are based on a spectrum analyzer 
setup, the time resolution of which is relatively limited and could not be appropriate for certain levels 
of modelling. For modelling approaches requiring measurements with higher time resolutions, the use 
of an additional measurement platform is envisaged. Such measurement platform is based on the 
Universal Software Radio Peripheral (USRP) [98] and GNU Radio [99] architecture. USRP is an 
openly designed inexpensive Software Designed Radio (SDR) hardware platform that provides radio 
front-end functionalities, Analogical to Digital and Digital to Analogical Conversion (ADC/DAC), 
decimation/interpolation with filtering and a Universal Serial Bus 2 (USB2) interface to connect to an 
off-the-shell Personal Computer (PC). The PC runs the GNU Radio software, a free and open source 
toolkit that provides a library of signal processing blocks for building SDRs. In addition, it also 
provides blocks for communicating with the USRP. The general scheme of the measurement platform 
is illustrated in Figure 3.44. 

This measurement platform is able to perform spectrum measurements over narrower bandwidths than 
a spectrum analyser, but with much higher time resolutions, in the order of micro- and nano-seconds. 
Moreover, the new measurement platform provides not only power spectrum measurements, as it is 
the case of a spectrum analyser, but true signal samples, from which the signal phase information can 
be extracted. As discussed in section 3.2.4.1, if only power measurements of the spectrum utilisation 
are available, the energy detection method is the only possibility left. However, the availability of the 
signal phase information jointly with the higher sampling rate enables the application of more 
sophisticated spectrum sensing algorithms in order to determine whether a given channel is occupied 
or not. The possibility of employing more sophisticated spectrum sensing algorithms enables us to 
determine, with an improved accuracy, the exact durations of the ON/OFF periods of spectrum 
occupancy, thus resulting in more accurate spectrum occupancy models. However, the possibility of 
employing different spectrum sensing algorithms also claims for a previous study on the performance 
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of spectrum sensing for various primary signals. In this sense, some research activities have started to 
analyse this issue. As an illustrative example, Figure 3.45 shows some preliminary results about the 
experimental performance of energy detection-based spectrum sensing for various primary 
technologies. Results show the probability of detection for different values of the SNR and with 
analogue and digital TV signals as well as TETRA and DVB-T technologies. As it can be appreciated, 
the resulting detection performance shows a notable dependence with the primary technology being 
detected. Since the development of accurate spectrum usage models require the ability to reliably and 
accurately determine the duration of the ON/OFF periods for various primary technologies, a previous 
and more detailed study on the performance of spectrum sensing for various primary signals is first 
required. 
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Figure 3.44 – Additional measurement platform envisaged for future spectrum measurements. 

 

Figure 3.45 – Experimental performance of energy detection for various primary technologies. 

3.3 Multi-armed bandit based policies for dynamic spectrum access 

In this section, tools brorrowed from the machine learning community are used to tackle dynamic 
spectrum acces related issues within an unknown environment. For that purpose, we model the 
cognitive radio equipment’s decision making engine as a cognitive agent. Then we show that the 
challenges faced by the cognitive agent can be seen as a particular case of the multi-armed bandit 
paradigm. Finally we suggest to use upper confidence bound algorithms to select the best channel, 
offering a good compromise between computational complexity and optimality.  
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3.3.1 Decision making engine of a cognitive radio equipment 
A Cognitive Radio (CR) device is a communication system aware of its environment as well as of its 
operational abilities and capable of using them intelligently. Thus it is a device that has the ability to 
collect information through it sensors and that can use the past observations on its surrounding 
environment to improve its behavior consequently. A simplified cognitive radio behavior in DSA is 
illustrated in Figure 3.46: the CR equipment observes its surrounding environment looking for 
opportunities. As illustrated by the magnifying glass, usually, a CR cannot see (or sense) the entire 
environment altogether. The results of these observations are taken into account by the decision 
making engine that decides on the next action to take (e.g. which part of the environment to sense? 
transmit or not transmit?). In some cases a numerical signal (reward or acknowledgment) is computed 
and help the CR equipment to evaluate its performance at that specific time.  

 

Figure 3.46 – Cognitive Radio context. 

The design of such CR equipments to tackle OSA issues has been, recently, the center of a lot of 
attention (e.g. [100][101][102]). We refer to as Cognitive Agent (CA, Figure 3.46) the decision 
making engine of the CR equipment that can be seen as the brain of the CR device. At the level of the 
CA, the challenges are twofold: on the one hand, the SU must not compromise the efficiency of the 
primary network. Thus, a proper sensing of the environment must be done to avoid interfering with 
PUs. On the other hand, the SU has to find an allocation policy to select, and if possible, access the 
available resources. A simple representation of the different interactions between the environment and 
the cognitive agent is described in Figure 3.47. 

In this section, we assume that the CA can only take actions, (e.g. select and access a channel if 
possible) at discrete time instants 0,1,2,...=t . At every instant t , the CA observes its radio frequency 
environment and can collect different kind of information (e.g., available frequency bands, noise level, 
position, throughput, etc.). All the information collected by the CA up to instant t  is supposed to be 
gathered in a vector ti . We assume that the CA has to select at every instant t  an action ta  in a 
discrete set A . Without loss of generality, the behavior of the CA can be seen as a policy (decision 
strategy) π  that maps the information vector ti  into the action A∈ta , that is:  

 ( )tt ia π=  (3.5) 

The purpose of this section is to study the performance of a particular policy on an academic DSA 
problem. The academic DSA problem is described in section 3.3.2. The policy which is based on the 
computation of upper confidence bound indexes is described in section 3.3.3. Section 3.3.4 reports the 
simulation results. 
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Figure 3.47 – Cognitive radio resource selection and access. 

3.3.2  Dynamic spectrum access: network model 
We consider a single secondary user (SU) operating in a primary network composed of K  channels 
referenced by the integers },{1,2, KK . The CR equipment of the SU can only sense (then access if 
possible) one channel at a time. As illustrated in Figure 3.48, we address the particular case where the 
time is divided into slots ,0,1,2,= Kt  and that PUs are synchronous. 

The temporal occupancy pattern of every channel k  is supposed to follow an unknown Bernoulli 
distribution kθ . Moreover, the distributions Kθθθ ,,, 21 K  are assumed to be stationary. When the SU 

senses a channel k  at the slot number t , the cognitive agent computes a binary signal tX  that 

provides information on the availability of the sensed slot at that particular instant t . tX  is an 

independent realization of the distribution kθ , at the slot t . 

Let us define kμ  as follows: k∀ ,  

 )free isk  channel(=][= PE kk θμ  

 Without loss of generality, we assume that KK μμμμ <... 121 −≤≤≤ . Moreover, we assume in this 
document that the outcome of the sensing process is error free. However the distribution probabilities 

Kθθθ ,,, 21 K  are assumed to be unknown to the CA.  

At every instant t , and for every channel k  the state of the channel observed by the SU can be either 
free or busy. If the channel is free, the CR equipment can transmit a certain number of bits tB . 
Otherwise, the CR equipment waits until the next slot and selects a new channel to sense. A slot is 
divided into 4 periods (cf. Figure 3.49). During the first period, the CA chooses the next channel to 
access. During the second period the CA senses the selected channel before communicating if it is 
possible (channel free during the slot). At the end of every slot t , the CA computes a numerical signal 
referred to as reward tr  that depends on the occupancy state of the selected channel and evaluates the 
CA's performance (e.g., throughput in this document) during the communication process. The added 
information at the end of every slot is used to improve the decision making behavior of the CA which 
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is characterized by the policy π . As mentioned earlier, this policy takes an information vector ti  as 
input and outputs the action to be selected at time t . The action is here the channel to select, 

},{1,2,= KKA , and the information vector is ],,,,,,[= 111100 −− ttt rararai K . 

  

Figure 3.48 – Occupancy of the different channels considered by the SU. 

 

 

Figure 3.49 – Slot representation for a radio equipment controlled by a CA. It is assumed here that ad TT +  are 

small with respect to sT  and tT . 

The throughput achieved by the CR equipment at the slot number t  can be defined as:  

 XBr tt ⋅=Δ  (3.6) 

which is the reward considered in this particular framework. For the sake of simplicity we assume here 
that if the channel is free the CR can always transmit BBt =  bits. Thus, the cumulated throughput 
after t  slots can be written: 
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==π

 
where the suffix π  is used to emphasize that the CR equipment uses the policy π  to select the 
channels. 

The purpose of the CA is to maximize the expected cumulated throughput of the CR equipment:  
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(3.7) 

Let π
tR  denote the regret of the CA at the slot number t , using a policy π . The regret π

tR  is defined 
as: 
  

 
ππ μ tKt WtBR −..=  (3.8) 

The general idea behind the notion of ``regret'' can be explained as follows: if the CA knew a priori 
the values of A∈kk}{μ , the best choice would be to always select the channel with the highest expected 

availability, i.e., Kμ . Unfortunately, the CA usually lacks that information and has to learn it. For that 
purpose, the CA has to explore the channels in order to have better estimations of their temporal 
occupancy pattern. While exploring it should also exploit the already collected information to 
minimize the regret during the learning process. This leads to an exploration-exploitation tradeoff. The 
``regret'' represents the loss due to suboptimal channel selections during the learning process.  

Maximizing the expected throughput is equivalent to minimizing the cumulated expected regret. The 
expected cumulated regret can be written as follows:  

 
]~[.=)]([..=][

1=

ππ
tkk

K

k
t REBtTEBRE Δ∑

 
(3.9) 

where 
B

RR t
t

π
π =~

, kKk μμ −Δ =  and )(tTk  refers to the number of times the channel k  has been 

selected from instant 0  to instant 1−t . 

We propose in the next section policies π  that upper bound the expected cumulated regret of the CR 
equipment by a logarithmic function of the slot number. 

3.3.3  Upper Confidence Bound index 

3.3.3.1 UCB index 
Building a cognitive agent to tackle the DSA issue requires to find a policy π  for this agent that offers 
a good solution to the exploration-exploitation tradeoff behind the notion of regret's minimization. The 
general approach suggested in this section aims at selecting actions based on indexes that provide 
upper confidence bounds (UCB) on the rewards associated to the channels the secondary user can 
potentially exploit. Policies based on the computation of UCB indexes were initially introduced in the 
machine learning community to solve the so-called multi-armed bandit problem (see [103] and [107]).  

 

A usual approach to evaluate the average reward provided by a resource k  is to consider a confidence 
bound for its sample mean. Let )(, tkTkX  be the sample mean of the resource A∈k  after being 

selected )(tTk  times at the step t :  
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 For every A∈k  and at every step K0,1,2,=t , an upper bound confidence index (UCB index), 

)(,, tkTtkB , is a numerical value computed from ti . For all )(,,, tkTtkBk  gives an optimistic estimation of 

the expected reward obtained when the CA selects the resource k  at a time t  after being tested )(tTk . 

The UCB indexes we use in this document have the following general expression: 

 )(,,)(,)(,, = tkTtktkTktkTtk AXB +
 

(3.10)
 
 

where )(,, tkTtkA  is an upper confidence bias added to the sample mean. 

An upper confidence bound (UCB) based cognitive agent uses a policy π  to compute from ti  these 

indexes from which it selects a resource ta  as follows:  

 )(argmax=)(= )(,, tkTtk
k

tt Bia π
 

(3.11) 

3.3.3.2 UCB1 (cf. [104], [105]) 
 When using the following upper confidence bias: 

 
)(
)(ln.=)(,, tT

tA
k

tkTtk
α

 
(3.12) 

with 1>α , we obtain an upper confidence bound index referred to as 1UCB  in the literature. A fully 
detailed version of the policy using 1UCB  indexes is given in Figure 3.50. 

 

Parameters: K , exploration coefficient α  

Input: ],,,,,,[= 111100 −− ttt rararai K  

Output: ta  

Algorithm: 

If: Kt ≤  return 1= +tat  

Else: 

• }={
1

0=
1)( kma

t

mk tT ∑ −
← , k∀  

• 
)(
)(ln.

)(,, tT
tA

k
tkTtk

α
← , k∀  

• )(,,)(,)(,, tkTtktkTktkTtk AXB +← , k∀  

• return )(argmax= )(,, tkTtk
k

t Ba  

Figure 3.50 – A tabular version of a policy )( tiπ  using a 1UCB  algorithm for computing actions ta . 
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3.3.3.3 UCBV [105] 
The 1UCB  index uses only first order statistic information (empirical mean). It was suggested in [104] 
that adding the second order statistic information (empirical variance) to the UCB indexes could lead 
to better performances. The VUCB  index exploits the empirical variance of the estimated rewards. 
More specifically it uses the following upper confidence bias: 
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tc

tT
ttVA

kk

k
tkTtk

ξξ
+

 
(3.13) 

 with 1≥c  and 1>.3. cξ  and where )(tVk  refers to the empirical variance of the channel k . 

In section 3.3.4 we will compare the performances of 1UCB  and VUCB  policies on the dynamic 
spectrum access problem introduced in section 3.3.2.  

3.3.3.4  Performance evaluation 
When using a policy π , an interesting way to analyze its behavior is to consider the notion of 
consistency. This notion gives information on the growth rate of the regret. A policy π  is said to be 
β -consistent, 1<0 ≤β , if it satisfies: 
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t
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(3.14) 

We expect a good policy to be at least 1-consistent. As a matter of fact, this property ensures that 
asymptotically the mean expected reward is optimal, i.e.:  
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Theorem 1 (cf.  [104] and [105] for proofs) For all 2≥K , if policy 1)>(1 αUCB  is run on K  
channels having arbitrary reward distributions Kθθ ,...,1  with support in [0,1], then:  
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(3.16) 

Notice that a similar theorem could be written if the reward distributions had a bounded support rather 
than a support in [0,1]. 

An equivalent theorem also exists for the index VUCB :  

Theorem 2 (cf. [105] for proofs) For all 2≥K , if policy 1)=1,( cUCBV ≥ξ  is run on K  channels 

having arbitrary reward distributions Kθθ ,...,1  with support in [0,1], then 0>ξC∃  s.t.  
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(3.17) 

Actually a similar result would still hold if 1≥c  but satisfies nonetheless 1>.3. cξ . 

These results are of a particular interest for many reasons: 
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• They bound the expected regret of the UCB policies by a logarithmic functions for all t . This 
guarantees that the suggested policies are β  consistent for all 1<0 ≤β . Thus these policies 
converge quickly to the optimal channel K .  

• Moreover, the indexes these policies rely on to select actions can be computed incrementally 
[106]. Thus, their complexity, in terms of memory usage and computational needs, are low. 

• Last but not least, it has been proven in [107] that when having no a priori information on the 
temporal occupancy pattern of the different channels Kθθθ ,,, 21 K , a logarithmic upper bound 
is the best we can expect.  

3.3.4 Simulations  
In our simulations, we consider that the CA agent can choose between 10 channels. The parameters of 
the Bernouilli distributions which characterize the temporal occupancy of these channels are: 

9]..8,0.85,0.,0.6,0.7,0.3,0.4,0.5[0.1,0.2,0=],,,[ 1021 μμμ K  We consider that the number of bits a 
SU can transmit on a free channel is 1=B bit.  

Every numerical result reported hereafter is the average of the values obtained over 100 experiments.  

In this section, the parameter α  of the 1UCB  algorithm is chosen equal to 1.2. The parameters ξ  and 
c  of the VUCB  algorithm are equal to 1 and 0.4, respectively. With such values for c  and ξ , the 
condition 1>.3. cξ  is satisfied and the bound on the expected cumulated regret given in eq. (3.17) in 
section 3.3.3.4 still holds. The simulation results depend on the paramaters values, however we chose 
these values to be close to the critical ones ( 1=α , 1=ξ  and 1/3=c ) without being too 
conservative. 

Figure 3.51-top shows the evolution of the average cumulated regret for the different UCB policies. 
For both policies, the cumulated regret first increases rather rapidly with the slot number and then 
more and more slowly. This shows that UCB policies are able to process the past information in an 
appropriate way such that most available resources are favored with time. This is further illustrated by 
the 3 graphics on the bottom of Figure 3.51. These graphics show the average throughput achieved by 
the UCB policies. As we observe, the throughput increases with time. Actually, one has the theoretical 
guarantee that it will converge to 0.9, which is the largest probability of availability of a channel. 
Figure 3.52 shows the percentage p  of times a UCB policy selects the optimal channel until the slot 

number t  (
t

p
Kma

t

m }={
1

0=
1

100.=
∑ −

). As one can observe, this percentage tends to get closer and closer 

to 100 as the slot number increases. 

In our simulations results, we have always found out that 1UCB  seems to outperform VUCB  at the 

beginning of the learning process and that, afterwards, VUCB  outperforms 1UCB . This may be 

explained by the fact that at the beginning of the learning VUCB  spends more time collecting 

information on the different channels than 1UCB  since it also depends on the variances of the 
different channels and not only on their empirical mean. During this phase, it mainly has a pure 
exploration strategy while 1UCB  starts already exploiting the information that has been gathered. 
However, once it starts having good estimates of these variances, it can address the exploration-
exploitation tradeoff in a more efficient way than 1UCB . 
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Figure 3.51 – UCB based policies and dynamic spectrum access problem: simulation results. Figure on top plots 
the average cumulated reward as a function of the number of slots for the different UCB based policies. The 

figures on the bottom represent the evolution of the normalized average throughput achieved by these policies. 
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Figure 3.52 – Percentage of time a UCB-based policy selects the optimal channel. 

3.4 Conclusions 

This chapter has presented the main developments in the field of ASM inside WPR9, as summarised 
in the following: 

- A measurement campaign to detect spectrum availability is being carried out at different 
locations of a in a densely populated urban environment and for a frequency range from 75 
MHz to 7075 MHz. The purpose is to establish spatial and temporal usage patterns from 
primary users in different licensed bands. Measurement locations have included both outdoor 
and indoor measurements and have identified different metrics such as the power spectral 
density, the temporal spectrum occupancy and the duty cycle.  

- In general, the average spectrum occupancy observed in frequency and time in the outdoor 
study in a high point was found to be significantly low, concretely 17.78% for the whole 
measured frequency range 75-7075 MHz, although important differences can be observed when 
analysing the different frequency ranges individually. In the case of indoor measurements, lower 
occupancy rates down to 12.10 % have been observed. Finally, by considering measurements at 
different spatial locations, the main conclusion derived from the obtained results is that the 
spectral activity perceived by a secondary user for a certain band in realistic urban scenarios 
strongly depends on the user location, with significant variations even in physical areas as 
reduced as the one considered in this study (≈180×260 m). This indicates that the conclusions 
derived from measurement studies performed in high points may not be well suited to other 
scenarios with users at the ground level. 

- A machine learning based DSA strategy has been developed and analysed. It is executed at a 
cognitive agent of a secondary user to decide on the most appropriate channels to sense and 
access from a set of available channels. The general approach aims at selecting actions based on 
indexes that provide upper confidence bounds (UCB) on the rewards associated to the channels 
the secondary user can potentially exploit. Results show that UCB policies are able to process 
the past information in an appropriate way such that most available resources are favored with 
time, meaning that the cognitive agent will finally learn those channels having the highest 
availability for secondary users’ access. 
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From an integration perspective, the outcome of these activities has led to the publication of two joint 
papers by UPC and CNRS in NEWCOM++ Acorn workshop 2009 and Crowncom 2009 conference, 
respectively. Also a joint presentation between UPC and CNRS was given at the workshop on 
Dynamic Spectrum Management in Cognitive Radio Networks in the ICT Mobile Summit in 
Santander, June 2009. The equipment used for the measurement campaign has been shown in two 
demonstrations at NEWCOM++ Acorn Workshop and ICT Mobile Summit. In turn, some lectures 
were given at the NEWCOM++ Winter School on Flexible Radio and related technologies, hold in 
Aachen during the days 3rd to 6th of February, covering topics related with this activities, in particular 
the talk “Dynamic Spectrum Access: Advanced Topics and Case studies” given by J. Pérez-Romero 
from UPC. Finally, two students from CNIT have collaborated with UPC in the measurement 
campaign at different outdoor locations and in the setting up of the USRP measurement platform. 
Finally, it is also worth mentioning that three NEWCOM++ special sessions on cognitive radio related 
topics are being organised at European Wireless 2010, at the 6th Kalsruhe Workshop on Software 
Radios (WSR-2010) and the Cognitive Information Processing (CIP 2010) conference. 
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4 CONCLUSIONS 

4.1 Overview 

This deliverable aims to propose and evaluate selected RRM, JRRM and ASM algorithms. In Section 
2 several RRM techniques have been described, covering the areas of JRRM, spectrum allocation for 
OFDMA networks, and game-theoretic optimization of RRM for CR. Section 3 comprises the main 
developments in the field of ASM, presenting the details of measurement campaign to detect spectrum 
availability and a machine learning based DSA strategy for CR. 

Selected aspects of JRRM have been addressed in Section 2.2, such as the multicell multicarrier power 
optimization, and vertical hand-over (VHO) in heterogeneous networks, where different systems like 
UMTS, WiMAX and WLAN are deployed. The proposed techniques have been evaluated by means of 
computer simulations in the train station scenario, described in [2], defining challenging users’ 
conditions (e.g., channel, position, etc.) and traffic specifications. On the other hand, a theoretical 
approach to the investigations about VHO strategies has been considered, where a mathematical 
framework has been applied. 

Section 2.3 focuses on RRM in a cellular system, particularly on the resource allocation problem. 
Several algorithms have been proposed with objectives on parameters like rate or fairness 
maximization, with constraints on power. A detailed investigation of the proposed techniques has been 
performed for the single-cell scenario by simulation. On the other hand, for the multi-cell scenario 
state-of-the-art analysis is presented, with few selected solutions described in more details, which are 
considered for future investigations. 

The main scope of Section 2.4 is on cognitive radio and the related RRM optimisation using game 
theory. A scenario has been investigated, where each node detects the available spectrum, with the aim 
of acquiring radio resources to maximize the throughput. Two different techniques of limiting the 
usage of resources have been considered: the taxation of resources and the resource bandwidth 
limiting with successive interference cancellation. 

A measurement campaign to detect spectrum availability has been described in Section 3.2. Different 
locations in a densely populated urban environment have been considered for a frequency range of 
analysis up to over 7 GHz. The purpose of the analysis is to establish spatial and temporal usage 
patterns from primary users in different licensed bands, and consequently, find the possibilities of 
spectrum usage by secondary users. 

Finally, in Section 3.3 a machine learning based strategy has been proposed for dynamic spectrum 
assignment (DSA). A scenario with a cognitive agent of a secondary user deciding on the channel 
sensing and access procedures is considered. The results show that the proposed policies are able to 
process the past information in an appropriate way to optimize the cognitive agent actions. 

4.2 Future work 

The activities for the third year inside WPR9 will continue with further analysis to consolidate the 
studies in the identified topics within the different working groups. 

In particular, focusing on RRM and JRRM strategies, it is expected to further develop the resource 
allocation in multi-cell OFDMA for both centralized and distributed scenarios. Special emphasis will 
be given to the femtocell scenario, which is one of the most relevant for future applications. Moreover, 
the impact of multi-sector and/or multi-site cooperation will be investigated in MIMO-aware 
scheduling OFDMA systems with the aim of increasing the spectral efficiency of cell edge users. 

Similarly, from the perspective of the application of game theory to cognitive radio, further studies are 
envisaged for instance analysing the bandwidth limiting (BL) algorithm when transmitters have 
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different channel statistics, since it might lead to the usage of different BL policies for each 
transmitter. 

In turn, focusing on spectrum management mechanisms, it is envisaged that studies will continue on 
the one hand with the applicability of the results of the measurement campaign to the development of 
spectrum usage models and more efficient CR techniques. On the other hand, and given that the 
measurements performed to the date are based on a spectrum analyzer setup, whose time resolution is 
relatively limited and could not be appropriate for certain levels of modelling, further measurements 
are envisaged with the use of an additional platform based on USRP and GNU radio, which allows 
much higher time resolutions than the spectrum analyser but over narrower bandwidths. In this 
context, it allows the possibility to develop new spectrum sensing mechanisms to determine whether a 
given channel is occupied or not.  

4.3 Integration activities 

One of the main aims of the NEWCOM++ project is the integration of the researchers and 
dissemination of the investigation results. Thus, several joint papers summarizing the outcomes of 
different WGs have been submitted to selected international conferences and workshops. These 
include: 

• E. B. Rodrigues, Marco Moretti, Pawel Sroka, Giulio Dainelli, Fernando Casadevall, “Sub-
carrier Allocation and Packet Scheduling in OFDMA-based Cellular Networks”, 
NEWCOM++ Acorn Workshop, Barcelona, 30th March – 1st April 2009. 

• Emanuel B. Rodrigues, Fernando Casadevall, Pawel Sroka, Marco Moretti, Giulio Dainelli, 
“Resource Allocation and Packet Scheduling in OFDMA-Based Cellular Networks”, 
Crowncom 2009, Hannover, 22nd – 24th June 2009. 

• Emanuel B. Rodrigues, Michael L. Walker, and Fernando Casadevall "On the Influence of 
Packet Scheduling on the Trade-Off Between System Spectral Efficiency and User Fairness in 
OFDMA-Based Networks", EUNICE Conference 2009, Barcelona, September, 2009. 

• S. Medina, M. Debbah, S. Lasaulce, H. Bogucka, "On the Benefits of Bandwidth Limiting in 
Decentralized Vector Multiple Access Channels", Crowncom 2009, Hannover, 22nd – 24th 
June 2009. 

• Miguel López-Benítez, Fernando Casadevall, Anna Umbert, Rachid Hachemani, Jacques 
Palicot, Christophe Moy “Spectral Occupancy Measurements in Urban Areas and their 
Applicability to the Blind Standard Recognition Sensor Concept”, NEWCOM++ Acorn 
Workshop, Barcelona, 30th March – 1st April 2009. 

• M. López-Benítez,  F. Casadevall, A. Umbert, J. Perez-Romero, R. Hachemani, J. Palicot, C. 
Moy, "Spectral Occupation Measurements and Blind Standard Recognition Sensor for 
Cognitive Radio Networks", Crowncom 2009, Hannover, 22nd – 24th June 2009 

• Miguel López-Benítez, Fernando Casadevall, Anna Umbert , Rachid Hachemani, Christophe 
Moy, Jacques Palicot “Blind Standard Recognition Sensor Validation with Data from 
Measurement Campaign”, presentation at the workshop on Dynamic Spectrum Management 
in Cognitive Radio Networks hold the day before the ICT Mobile Summit in Santander, 9th 
June 2009. 

Moreover, two demonstrations were given at different fora: 

• “Spectral Occupancy Measurements in Urban Areas” ICT Mobile Summit in Santander, 
Spain, 10-12 June, 2009, 

• “Spectral Occupancy Measurements in Urban Areas” NEWCOM++ Dissemination day, 
Barcelona, Spain, April 2009. 
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The partners involved in research within WPR.9 were also active tutors. Three lectures were given at 
the NEWCOM++ Winter School on Flexible Radio and related technologies, held in Aachen during 
the days 3rd to 6th of February 2009: 

• H. Bogucka (PUT), “Game Theory Approach to Flexible RRM and Spectrum Sharing”, 

• R. Agustí (UPC), “Adaptive Radio Resource Management Techniques”, 

• J. Pérez-Romero (UPC), “Dynamic Spectrum Access: Advanced Topics and Case studies”. 

Another aspect of integration of researchers working in WPR.9 were the face-to face meetings, where 
aspects of collaboration between partners and common research topics were identified. In addition to 
four WPR9 plenary meetings, different on-line interactions through phone calls and some exchanges 
of students, also the following short visits of researchers took place: 

• A visit of Mérouane Debbah from CNRS to PUT was carried out on 15th and 16th of June. He 
gave a talk on Mobile Flexible Networks and the use of game theoretic techniques to design 
the deployment of dense networks. Also different research issues were discussed. 

• A visit of António Serrador from IST-TUL to CNIT-Pisa was carried out on June 22-24 in 
order to coordinate activities on distributed radio resource allocation. 

Finally, several special sessions have been or are being organised with the participation of WPR9 
members: 

• “Flexible and Opportunistic Wireless Access - the Newcom ++ vision”, Crowncom 
Conference, June 24th 2009. 

• "Newcom++ Special Session on Cognitive Radio" in European Wireless 2010 conference, 
Lucca Italy, 12-15 April 2010.  

• “Advances in Signal Processing for Cognitive Radios - Newcom++ Results” in 6th Kalsruhe 
Workshop on Software Radios (WSR), 3-4 March 2010. 

• “Cognitive Radio: the NEWCOM++ vision” in Cognitive Information Processing (CIP 2010) 
conference, 14-16 June 2010, Elba Island, Italy. 

Summarizing, a lot of effort has been made to integrate and increase the cooperation of WPR.9 
members. Several papers disseminating the results of research in different WGs were published and 
the demonstrations and lectures on selected areas of investigation in WPR.9 were given. Finally, the 
cooperation between partners has been tightened by two scientific visits. 
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