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Abstract—Modern wireless communication systems adapt the employed Modulation and Coding Scheme (MCS) to the instantaneous channel quality in order to maximise the amount of bits correctly transmitted per time unit (i.e., the throughput). An important aspect in the study of this technique, referred to as Adaptive Modulation and Coding (AMC), is the characterisation of the link throughput performance under realistic fading channels. In this context, this work derives analytically tractable closed-form expressions for the link throughput performance of AMC under Rayleigh, Nakagami-\(m\), Nakagami-\(q\) (Hoyt), Nakagami-\(n\) (Rice), \(\eta\)-\(\mu\) and \(\kappa\)-\(\mu\) fading channels. The correctness and accuracy of the obtained expressions is corroborated numerically and with results from an LTE link level AMC simulator.
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I. INTRODUCTION

A popular technique in modern digital wireless communication systems is Adaptive Modulation and Coding (AMC), which dynamically adapts the employed Modulation and Coding Scheme (MCS) to the instantaneous channel quality conditions. The optimum MCS is selected from a predefined set of available options, which are designed to provide varying levels of protection against radio propagation errors and transmission data rate. Several communication standards such as EDGE [1], HSDPA [2], LTE [3], IEEE 802.11 [4, 5], IEEE 802.15 [6–8] and IEEE 802.16 [9, 10], among others, have adopted AMC as a fundamental technique to optimise the link performance.

The method employed to select the optimum MCS is a key aspect in the design and resulting performance of AMC. Some existing solutions are based on the real-time monitoring of a particular metric (such as the short-term error rate or the short-term throughput) and the dynamic adaptation of the employed MCS in order to guarantee that the instantaneous values of the metric of interest fall within acceptable ranges so that a certain performance target in the long term (e.g., the long-term error rate or the long-term throughput) can be guaranteed. Some examples of this type of methods can be found in [2, 5–7, 11]. Alternatively, the MCS adaptation can be based on the real-time monitoring of the instantaneous channel quality, typically expressed in terms of the Signal-to-Noise Ratio (SNR). Each MCS is associated with a certain range of values of the instantaneous SNR, where it is optimum according to a predefined criterion, and selected whenever the instantaneous SNR falls within the associated interval. Such SNR intervals are determined by a set of SNR switching thresholds, which can be computed based on different criteria such as the throughput maximisation [2, 9–12] or the throughput maximisation subject to a maximum error rate [1, 9, 11, 13], among others.

An important aspect in the design and performance evaluation of AMC is the calculation of the link throughput under different fading channels for a predefined set of SNR thresholds. In this context, this work presents a simple approach to analytically derive closed-form expressions for the link throughput performance of AMC under fading channels. Based on the presented approach, analytically tractable closed-form expressions are derived for Rayleigh, Nakagami-\(m\), Nakagami-\(q\) (Hoyt), Nakagami-\(n\) (Rice), \(\eta\)-\(\mu\) and \(\kappa\)-\(\mu\) fading channels. The ability of the obtained models to accurately predict the throughput performance is validated with results from an LTE link level AMC simulator developed to this end.

The rest of this work is organised as follows. First, Section II presents the considered system model and formulates the problem addressed in this paper. The procedure to obtain the exact result to the considered problem is then described in Section III. Given the intrinsic analytical difficulties of exact calculations, an approximated method is presented as an alternative in Section IV along with analytically tractable closed-form expressions for several fading channels. The correctness and accuracy of the obtained expressions are validated with results from an LTE link level AMC simulator developed to this end, the implementation of which is described in Section V. Performance results are presented and discussed in Section VI. Finally, Section VII summarises and concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Let \(\mathcal{N}\) denote the number of MCS available in the system of interest. The \(n\)th MCS is characterised by a certain probability of error, denoted as \(\varepsilon_n(\gamma)\), which depends on the instantaneous SNR, denoted as \(\gamma\). Each MCS can transmit a different number of bits per modulated symbol (depending on the modulation order) and a different proportion of information/redundant bits (depending on the employed channel coding scheme). As a result, each MCS can transmit a different number of information bits per second, denoted as \(R_n\), which represents the gross data rate of the \(n\)th MCS. For notation purposes, MCS are indexed such that \(R_n < R_{n+1}, n = 1, \ldots, \mathcal{N} - 1\).

The employed MCS is dynamically adapted to the instantaneous SNR based on a set of SNR thresholds \(\{\gamma_{n+1}\}_{n=1}^{\mathcal{N}}\), which define the range of values of \(\gamma\) on which each MCS is used.
The $n$th MCS is selected whenever $\gamma \in [\gamma_n^{th}, \gamma_{n+1}^{th})$, except for the $N$th MCS which is used in the interval $\gamma \in [\gamma_N^{th}, \infty)$. The problem addressed in this work is the analytical derivation of closed-form expressions for the average link throughput under fading channels given the SNR thresholds $\{\gamma_n^{th}\}_{n=1}^N$.

III. EXACT CALCULATION

The throughput of an individual MCS as a function of the instantaneous SNR can be expressed as $\Gamma_n(\gamma) = R_n[1 - \varepsilon_n(\gamma)]$. The average throughput of AMC under fading can be obtained by averaging $\Gamma_n(\gamma)$ for all MCS over the SNR statistics, taking into account the corresponding SNR range on which each MCS is used. The result can be expressed as:

$$\Gamma(\gamma) = \sum_{n=1}^{N-1} \Gamma_n(\gamma) + \Gamma_N(\gamma)$$

which depends on the average SNR, denoted as $\overline{\gamma}$, where:

$$\Gamma_n(\gamma) = \int_{\gamma_n^{th}}^{\gamma_{n+1}^{th}} \Gamma_n(\gamma)f_\gamma(\gamma)d\gamma = R_n \left[ \int_{\gamma_n^{th}}^{\gamma_{n+1}^{th}} f_\gamma(\gamma)d\gamma - \int_{\gamma_n^{th}}^{\gamma_{n+1}^{th}} \varepsilon_n(\gamma)f_\gamma(\gamma)d\gamma \right]$$

$$\Gamma_N(\gamma) = \int_{\gamma_N^{th}}^{\infty} \Gamma_N(\gamma)f_\gamma(\gamma)d\gamma = R_N \left[ \int_{\gamma_N^{th}}^{\infty} f_\gamma(\gamma)d\gamma - \int_{\gamma_N^{th}}^{\infty} \varepsilon_n(\gamma)f_\gamma(\gamma)d\gamma \right]$$

and $f_\gamma(\gamma)$ represents the Probability Density Function (PDF) of the instantaneous SNR per symbol. While $\varepsilon_n(\gamma)$ can be modelled using several proposed approximations (e.g., [14, eq. (3)], [15, eq. (5)] or [16, eq. (5)]), the integral of $\varepsilon_n(\gamma)f_\gamma(\gamma)$ is in general difficult to derive analytically (except for some particular combinations of error models and fading channels). As an alternative, an approximated simpler approach is considered in this work, which is described in Section IV.

IV. APPROXIMATED CALCULATION

In order to optimise the link performance, the SNR thresholds $\{\gamma_n^{th}\}_{n=1}^N$ should lead to the utilisation of each MCS on an interval of SNR values where its throughput is maximum, i.e., $\Gamma_n(\gamma) = R_n[1 - \varepsilon_n(\gamma)] \approx R_n$, which implies that the corresponding SNR interval should lead to a low error probability, i.e., $\varepsilon_n(\gamma) \approx 0$. This approximation simplifies the integrals in (2) and (3) leading to:

$$\Gamma(\gamma) \approx \sum_{n=1}^{N} p_n(\gamma) R_n$$

where $p_n(\gamma)$ represents the probability of selecting the $n$th MCS and depends on the fading characteristics of the channel:

$$p_n(\gamma) = \begin{cases} \int_{\gamma_n^{th}}^{\gamma_{n+1}^{th}} f_\gamma(\gamma)d\gamma & n = 1, \ldots, N - 1 \\ \int_{\gamma_n^{th}}^{\gamma_{N}^{th}} f_\gamma(\gamma)d\gamma & n = N \end{cases} \quad (5a)$$

which can alternatively be expressed in terms of the Cumulative Distribution Function (CDF) of the instantaneous SNR per symbol, denoted as $F_\gamma(\gamma)$:

$$p_n(\gamma) = \begin{cases} F_\gamma(\gamma_{n+1}^{th}) - F_\gamma(\gamma_n^{th}) & n = 1, \ldots, N - 1 \\ 1 - F_\gamma(\gamma_N^{th}) & n = N \end{cases} \quad (6b)$$

The problem of calculating the average throughput of AMC, $\Gamma(\gamma)$, then reduces to obtaining the probabilities of selection for each MCS, $p_n(\gamma)$, based on the channel fading statistics. Analytically tractable closed-form expressions for various fading channels are derived in the following sections.

A. Rayleigh fading

Under Rayleigh fading the instantaneous SNR per symbol is distributed according to [17, eq. (2.7)]:

$$F_\gamma(\gamma) = 1 - \exp \left( -\frac{\gamma}{\overline{\gamma}} \right)$$

$$p_n(\gamma) = \begin{cases} \exp \left( -\frac{\gamma_n^{th}}{\overline{\gamma}} \right) - \exp \left( -\frac{\gamma_{n+1}^{th}}{\overline{\gamma}} \right) & n = 1, \ldots, N - 1 \\ \exp \left( -\frac{\gamma_n^{th}}{\overline{\gamma}} \right) & n = N \end{cases} \quad (9b)$$

B. Nakagami-m fading

Under Nakagami-m fading the instantaneous SNR per symbol is distributed according to [17, eq. (2.21)]:

$$F_\gamma(\gamma) = \frac{m^m \gamma^{m-1}}{\Gamma(m) \overline{\gamma}^m} \exp \left( -\frac{m\gamma}{\overline{\gamma}} \right)$$

$$p_n(\gamma) = \begin{cases} P \left( m, \frac{m\gamma_n^{th}}{\overline{\gamma}} \right) - P \left( m, \frac{m\gamma_{n+1}^{th}}{\overline{\gamma}} \right) & n = 1, \ldots, N - 1 \\ 1 - P \left( m, \frac{m\gamma_N^{th}}{\overline{\gamma}} \right) & n = N \end{cases} \quad (12b)$$

While the expression in (12) can be employed in numerical evaluations, its use in analytical manipulations can be difficult since $P(\cdot)$ is defined as a quotient of integrals. To overcome this drawback, an alternative closed-form expression with a more tractable algebraic form is here derived.

Introducing (10) into (5a) yields the following integral:

$$p_n(\gamma) = \frac{m^m}{\Gamma(m) \overline{\gamma}^m} \int_{\gamma_n^{th}}^{\gamma_{n+1}^{th}} \gamma^{m-1} \exp \left( -\frac{m\gamma}{\overline{\gamma}} \right) d\gamma$$

The solution to the integral of (13) can be expressed in terms of the exponential integral [18, eq. (5.1.4)]; however, this would
provide no advantage with respect to (12). An algebraically tractable expression can be obtained by solving the integral for integer values of \( m \) based on [18, eq (4.2.55)], which yields:

\[
\tilde{p}_n(\tau) = \exp \left( -\frac{m \gamma_n h}{\tau} \right) \sum_{k=0}^{m-1} \frac{1}{k!} \left( \frac{m \gamma_n h}{\tau} \right)^k - \exp \left( -\frac{m \gamma_{n+1} h}{\tau} \right) \sum_{k=0}^{m-1} \frac{1}{k!} \left( \frac{m \gamma_{n+1} h}{\tau} \right)^k \quad \text{for} \quad n = 1, \ldots, N - 1
\]

Similarly, introducing (10) into (5b) and following the same procedure yields the following result:

\[
\tilde{p}_n(\tau) = \exp \left( -\frac{m \gamma_{n+1} h}{\tau} \right) \sum_{k=0}^{m-1} \frac{1}{k!} \left( \frac{m \gamma_{n+1} h}{\tau} \right)^k \quad \text{for} \quad n = N
\]

The expressions in (14) and (15) have a more tractable algebraic form than (12), but are valid for integer values of \( m \geq 1 \) only. For an arbitrary (valid) \( m \geq 1 \), the corresponding result can be approximated by that of the nearest integer (i.e., \( \lceil m \rceil \)) or obtained by interpolating between the nearest lower and higher integer values (i.e., \( \lfloor m \rfloor \) and \( \lceil m \rceil \), respectively):

\[
p_n(\tau) = p_n(\tau)|_{m} + \frac{m - \lfloor m \rfloor}{\lfloor m \rfloor - \lceil m \rceil} (p_n(\tau)|_{\lfloor m \rfloor} - \tilde{p}_n(\tau)|_{\lfloor m \rfloor})
\]  

where \( p_n(\tau)_x \) denotes \( p_n(\tau) \) evaluated in \( m = x \). For \( m < 1 \) the interpolation in (16) is not valid because \( m = 0 \) is not a valid value for the \( m \) fading parameter. In such a case, other equivalent fading distributions can be used for \( m \in \lbrack \frac{1}{2}, 1 \rbrack \). For example, the \( \eta-\mu \) (Section IV-E) and \( \kappa-\mu \) (Section IV-F) distributions are equivalent to Nakagami-\( m \) when \( \eta \to 0 \) or \( \eta \to \infty \) (Format 1) or \( \eta \to \pm 1 \) (Format 2) and \( \kappa \to 0 \), respectively; then \( \mu \) becomes the \( m \) fading parameter.

C. Nakagami-\( q \) (Hoyt) fading

Under Nakagami-\( q \) (Hoyt) fading the instantaneous SNR per symbol is distributed according to [17, eq. (2.11)]:

\[
f_q(\gamma) = \frac{1 + q^2}{2q^2} \exp \left( -\frac{(1 + q^2)^2 \gamma}{4q^2} \right) I_0 \left( \frac{1 - q^4 \gamma}{4q^2} \right)
\]

where \( q \in [0, 1] \) is the Nakagami-\( q \) fading parameter and \( I_0(\cdot) \) is the 0th-order modified Bessel function of the first kind [18, eq. (9.6.20)]. The associated CDF can be expressed in terms of the Marcum Q-function based on [19, eq. (8)], which can be introduced into (6) to obtain \( p_n(\tau) \). However, since the Marcum Q-function is defined as an integral, the expression obtained this way presents an algebraic form that is difficult to employ in analytical manipulations, which motivates the derivation of an alternative and tractable expression.

Employing [18, eq. (9.6.10)] and taking into account that \( \Gamma(k + 1) = k! \) the Bessel function \( I_0(\cdot) \) can be written as:

\[
I_0(x) = \sum_{k=0}^{\infty} \frac{(\frac{1}{2} x)^{2k}}{(k!)^2}
\]

Introducing (17) and (18) into (5a) yields the sum of integrals:

\[
p_n(\tau) = \frac{1 + q^2}{2q^2} \sum_{k=0}^{\infty} \frac{1}{(k!)^2} \left( \frac{1 - q^4 \gamma}{4q^2} \right)^{2k} \times \int_{\gamma_n}^{\gamma_{n+1}} \gamma^k \exp \left( -\frac{(1 + q^2)^2 \gamma}{4q^2} \right) d\gamma
\]

The integral in (19) can be solved using [18, eq (4.2.55)]:

\[
p_n(\tau) = \frac{2q}{1 + q^2} \sum_{k=0}^{\infty} \frac{1}{\left( \frac{2}{1 + q^2} \right)^2} \times \left[ e^{-\left( \frac{(1 + q^2)^2 \gamma}{4q^2} \right)} \int_{k=0}^{\infty} \frac{(2k)!}{j!(k!)^2} \left( \frac{1 + q^2)^2 \gamma}{4q^2} \right)^{j} \right]
\]

Similarly, introducing (17) and (18) into (5b) yields:

\[
p_n(\tau) = \frac{2q}{1 + q^2} \sum_{k=0}^{\infty} \frac{1}{\left( \frac{2}{1 + q^2} \right)^2} \times \left[ e^{-\left( \frac{(1 + q^2)^2 \gamma}{4q^2} \right)} \int_{k=0}^{\infty} \frac{(2k)!}{j!(k!)^2} \left( \frac{1 + q^2)^2 \gamma}{4q^2} \right)^{j} \right]
\]

Notice that (20) and (21) are valid for any value of the \( q \) fading parameter (i.e., no interpolation is required).

D. Nakagami-\( n \) (Rice) fading

Under Nakagami-\( n \) (Rice) fading the instantaneous SNR per symbol is distributed according to [17, eq. (2.16)]:

\[
f_n(\gamma) = \frac{(1 + K)e^{-K}}{K} \exp \left( -(1 + K)\frac{\gamma}{K} \right) I_0 \left( \frac{2\sqrt{K(1 + K)\gamma}}{K} \right)
\]

where \( K = n^2 \) is the Rician K factor, with \( n \geq 0 \) being the Nakagami-\( n \) fading parameter. \( K \) is here employed to avoid confusion with the MCS index \( n \). The associated SNR CDF can be expressed in terms of the Marcum Q-function but the resulting expression for \( p_n(\tau) \) would be of little analytical utility. An analytically tractable expression is here derived.

Introducing (18) and (22) into (5a) yields:

\[
p_n(\tau) = e^{-r_0^2} \sum_{k=0}^{\infty} \frac{K^k}{(k!)^2} \left( \frac{1 + K}{K} \right)^{k+1} \times \int_{\gamma_n}^{\gamma_{n+1}} \gamma^k \exp \left( -(1 + K)\frac{\gamma}{K} \right) d\gamma
\]
Notice that (23) has the same algebraic form as (19). Hence:

\[ p_n(\tau) = e^{-K} \sum_{k=0}^{\infty} K^k \times e^{-(1+K)^{\gamma_{th}^{(k)}}} \sum_{j=0}^{k} \frac{1}{j!} \left( 1 + (1 + K)^{\gamma_{th}^{(k)}} \right)^j \]

Similarly, introducing (18) and (22) into (5b) yields:

\[ p_n(\tau) = e^{-K} \sum_{k=0}^{\infty} K^k \times e^{-(1+K)\gamma_{th}^{(k)}} \sum_{j=0}^{k} \frac{1}{j!} \left( 1 + (1 + K)\gamma_{th}^{(k)} \right)^j \]

\[ n = 1, \ldots, N - 1 \]

Notice that (24) and (25) are valid for any value of the fading parameter (i.e., no interpolation is required).

**E. \( \eta-\mu \) fading**

Under \( \eta-\mu \) fading, the instantaneous SNR per symbol is distributed according to [20, eq. (26)]:

\[ f_\gamma(\gamma) = \frac{2\sqrt{\pi \mu^{\frac{1}{2}} \mu^{-\frac{1}{2}}}}{\Gamma(\mu)H^{\frac{\mu}{2}} - \frac{\gamma}{\mu}} \exp \left( -2\mu\frac{\gamma}{H} \right) I_{\mu-\frac{1}{2}} \left( 2\mu\frac{\gamma}{H} \right) \]

where \( \eta \) and \( \mu \) are the fading parameters, and \( h \) and \( H \) are functions of \( \eta \) (see [20] for details).

Introducing the following equality [18, eq. (9.6.10)]:

\[ I_{\nu}(x) = \sum_{k=0}^{\infty} \frac{\left( \frac{1}{2} x \right)^{\nu+2k}}{k! \Gamma(\nu + k + 1)} \]

into (26) and then into (5a) yields the sum of integrals:

\[ p_n(\tau) = 2\sqrt{\pi} \sum_{k=0}^{\infty} \frac{\mu^{2\mu+2k}h^\mu H^{2k}}{\Gamma(\mu)\Gamma(\mu + k + \frac{1}{2})} \frac{1}{2k!} \]

\[ \int_{\gamma_{th}^{(k)}}^{\gamma_{th}^{(k+1)}} \gamma^{2\mu+2k-1} \exp \left( -2\mu\frac{\gamma}{H} \right) d\gamma \]

Since \( \mu \) represents half the number of multipath clusters, \( 2\mu \) takes integer values and so does \( 2\mu + 2k - 1 \) (\( \mu > 0 \)). Based on [18, eq. (4.2.55)], the integral in (28) can be solved for integer values of \( 2\mu + 2k - 1 \), which yields the following result:

\[ \tilde{p}_n(\tau) = \sqrt{\pi} \sum_{k=0}^{\infty} \frac{H^{2k}}{\Gamma(\mu)\Gamma(\mu + k + \frac{1}{2})} \frac{2\mu + 2k - 1}{2k!} \Gamma(\nu + k + 1) \]

\[ \times \exp \left( -2\mu\frac{\gamma_{th}^{(k)}}{H} \right) \frac{1}{2\mu} \left( 2\mu\frac{\gamma}{H} \right)^{\nu+2k} I_{\mu-\frac{1}{2}} \left( 2\mu\frac{\gamma}{H} \right) \]

\[ n = 1, \ldots, N - 1 \]

The \( \mu \) fading parameter is intended to be the real extension of half the number of multipath clusters, but in practice \( \mu \) may differ from integer multiples of 1/2 for a number of reasons [20]. For non-integer values of \( 2\mu \), the corresponding result can be approximated by that of the nearest integer (i.e., \( \lfloor 2\mu \rfloor \)) or obtained by interpolating between the nearest lower and higher integer values (i.e., \( \lfloor 2\mu \rfloor \) and \( \lceil 2\mu \rceil \), respectively):

\[ p_n(\tau) = \tilde{p}_n(\tau) \lfloor 2\mu \rfloor + \frac{2\mu - \lfloor 2\mu \rfloor}{\lceil 2\mu \rceil - \lfloor 2\mu \rfloor} \left( \tilde{p}_n(\tau) \lceil 2\mu \rceil - \tilde{p}_n(\tau) \lfloor 2\mu \rfloor \right) \]

**F. \( \kappa-\mu \) fading**

Under \( \kappa-\mu \) fading, the instantaneous SNR per symbol is distributed according to [20, eq. (10)]:

\[ f_\gamma(\gamma) = \frac{\mu(1+\kappa)^{\frac{\mu+1}{2}}}{\kappa^{\frac{\mu+1}{2}} \exp(\mu \kappa)} \sum_{\nu=0}^{\infty} \frac{\mu^{\nu+1}}{\Gamma(\nu + k + 1)} \Gamma(\nu + k + 1) \gamma_{th}^{(k)} \gamma_{th}^{(k+1)} \exp \left( -\mu(1+\kappa)\frac{\gamma}{\gamma_{th}^{(k)}} \right) I_{\nu-1} \left( 2\mu \sqrt{(1+\kappa)\gamma_{th}^{(k)}} \right) \]

where \( \gamma_{th}^{(k)} \) denotes \( \gamma_{th}^{(k)} \) evaluated in \( \mu = x \).

Since \( \mu \) represents the number of multipath clusters, \( \mu \) takes integer values and so does \( k + \frac{1}{2} (\mu - k) > 0 \). Based on [18, eq
\[\gamma = 4.2.55\], the integral in (33) can be solved for integer values of \(\mu + k = 1\), which leads to the following result:

\[
\tilde{p}_n(\gamma) = \sum_{k=0}^{N\tilde{\mu}} (\mu k)^k e^{-\mu k} \times \left[ e^{-\mu(1+\kappa)} \sum_{j=0}^{k\tilde{\mu}+k-1} \frac{1}{j!} \left( \mu(1+\kappa) \frac{\tilde{\gamma}_n^{th}}{\gamma} \right)^j \right] + \frac{\mu - [\mu]}{[\mu]} (\tilde{p}_n(\gamma)_{[\mu]} - \tilde{p}_n(\gamma)_{[\mu]}) \quad (36)
\]

where \(\tilde{p}_n(\gamma)_x\) denotes \(\tilde{p}_n(\gamma)\) evaluated in \(\mu = x\).

V. SIMULATION METHOD

The throughput performance of AMC is evaluated based on the simulation method of Fig. 1. For evaluation purposes the LTE MCS are considered. The curves for the error probabilities \(\{\varepsilon_n(\gamma)\}\) are obtained from [21, Fig. 5], which are also employed to compute the set of SNR thresholds \(\{\gamma_n^{th}\}\) so that a maximum error probability of 0.1 is not exceeded [22, Sect. 7.2.3]. The gross data rates \(\{R_n\}\) are computed at the Physical Resource Block (PRB) level (12 subcarriers) considering a normal cyclic prefix (14 OFDM symbols per 1-ms subframe and subcarrier) based on [22, Table 7.2.3-1]. Other simulation inputs are the number of simulated subframes \(N_s = 10000\) and the subframe duration \(T_s = 0.001\) s.

For each of the \(N_s\) simulated subframes, an instantaneous SNR value \(\gamma_s\) is generated as a random number drawn from the selected fading distribution \(f_{\gamma}(\gamma)\). If \(\gamma_s < \gamma_1^{th}\) no transmission is performed; otherwise a transmission is performed using the MCS, \(i\), that is optimum for the current \(\gamma_s\). The transmission result is decided by comparing a random number uniformly distributed in \([0, 1]\), \(U(0, 1)\), with the error probability of the selected MCS for the current SNR, \(\varepsilon_i(\gamma_s)\). If the transmission is successful, the counter for the total number of correctly transmitted bits, \(N_b\), is increased by the number of bits transmitted in that subframe, \(T_s R_i\). The average throughput is obtained as the quotient between the total number of correctly transmitted bits, \(N_b\), and the simulated time, \(N_s T_s\).

VI. PERFORMANCE RESULTS

Fig. 2 illustrates the LTE link throughput performance (in megabits per second per LTE PRB) as a function of the average SNR for various fading scenarios. Exact numerical results (represented by lines) have been obtained based on (1) and the numerical calculation of the integrals in (2) and (3), where the curves for the error probabilities \(\{\varepsilon_n(\gamma)\}\) are obtained from [21, Fig. 5]. Analytical results (represented by circles) have been obtained based on (4) and the expressions analytically derived for \(p_n(\gamma)\) in Sections IV-A to IV-F. Simulation results (represented by dots) have been obtained based on the simulation procedure described in Section V.

Fig. 2(a) shows the LTE throughput performance under Rayleigh and Nakagami-\(m\) fading (notice that both are equivalent for \(m = 1\)). As appreciated, the obtained analytical expressions provide an accurate prediction of the throughput performance for the whole range of average SNR values. The detail of Fig. 2(a) indicates that, for non-integer values of the Nakagami-\(m\) fading parameter (e.g., \(m = 1.5\)), rounding to an integer value of \(m\) (i.e., \(m = 1\) or \(m = 2\)) may not provide an adequate level of accuracy. However, the interpolation proposed in (16) provides an accurate approximation to the exact value. Although this interpolation approach is valid for \(m \geq 1\) only, other equivalent fading distributions can be used for \(m \in \left[\frac{1}{2}, 1\right]\). As discussed in Section IV-B, the \(\eta-\mu\) and \(\kappa-\mu\) distributions embrace Nakagami-\(m\) as a particular case. The performance expressions for these distributions and their associated interpolations in (31) and (36) have no restrictions and, as appreciated in Fig. 2(c), provide a remarkable level of accuracy, as it is also the case for Nakagami-\(\eta-\mu\) in Fig. 2(b). The obtained results therefore demonstrate the accuracy of the expressions analytically derived in this paper.
Fig. 2. Numerical, analytical and simulated LTE throughput performance as a function of the average SNR for various fading scenarios.

VII. CONCLUSIONS

An important aspect in the study of AMC is the characterisation of the throughput performance under fading. This work has derived closed-form expressions for the throughput performance of AMC under Rayleigh, Nakagami-\(m\), Nakagami-q (Hoyt), Nakagami-\(n\) (Rice), \(\eta-\mu\) and \(\kappa-\mu\) fading channels. The obtained expressions, which characterise the throughput in terms of the SNR switching thresholds, average SNR and fading parameters, are based on power and exponential functions and are therefore suitable for analytical manipulations. The comparison with exact numerical and simulation results demonstrates that the expressions derived in this paper provide an accurate characterisation of the link throughput performance of AMC under a wide range of fading scenarios.
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